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FOREWORD

Samantha Grainger

If you are one of the many ministries of education or professionals grappling with the issues of how to effectively evaluate or assess English language learning, this collection of papers – the proceedings from the East Asia Regional Symposium on Assessment and Evaluation – is essential reading.

Governments across the world recognise the importance of English to their economies and societies and to the fulfilment of the personal aspirations of their citizens. There is also growing evidence and understanding of the potential for English to empower and support personal and professional development.

On a macro level, governments are managing a global recession and working populations are on the move. Migrant workers play a key role in the national economics and education of many countries in Asia. On a micro level, individuals compete for jobs in an increasingly competitive global employment market. What challenges do this present for governments? How will this affect policy and practice?

The Symposium and these Proceedings capture the insights from contributors with a wide range of backgrounds and experience, describing different contexts and tackling the issues from a variety of perspectives.

The British Council has promoted and encouraged debate on the role and the teaching and learning of English worldwide since its foundation in 1934. We remain committed to this aim today. We believe that English opens doors, creates opportunities for mobility and education, supports economic growth through international trade and helps to create new international communities – enabling people from diverse backgrounds to share ideas and opinions and promote intercultural dialogue.

Assessment and evaluation are crucial cogs in the wheel of the education system and as such need to be reliable and fit for purpose. The significance of assessment of and for learning; the critical difference in their concept, purpose and approach; the importance of teacher competency in assessment methods and test development, and the significance of robust monitoring and evaluation systems in large scale projects were key themes of the Symposium. They reinforce the understanding that all of these areas need to be tackled if we are to work towards improving the teaching and learning of English in East Asia.

I hope that these Proceedings provide helpful background and stimulus for further research in the area of assessment and evaluation. I would welcome suggestions for new research projects to deepen our collective knowledge.

Individual papers will be available on the British Council’s website http://www.britishcouncil.org/accessenglish.htm. You can also find links to a wider selection of papers and research from around the world, including case studies and resources for those working in the field of ELT.
Finally I would like to express my thanks to all of the contributors who participated in the Symposium and who have written papers for this publication. I would also like to thank the Symposium Facilitator and the Editor of these Proceedings, Dr Philip Powell-Davies, for his expertise in leading the Symposium and pulling this publication together, and to Mina Patel for organising the Symposium and liaising with participants from Europe and around the region.
The last several years have seen a great deal of change in education in East Asia particularly in the areas of the language of instruction, teacher training and curriculum reform. However, with few exceptions, there has been little evaluation of assessment and evaluation practices. There is a growing interest in this area and a number of reasons help to explain why:

- good examination results are only part of the picture and employers are increasingly indicating that workplace performance and the development of skills are just as important;
- educational institutions are coming under increasing pressure from parents and students to demonstrate learning outcomes and the quality of their teaching;
- governments, donors and heads of educational institutions are increasingly accountable to demonstrate value for money in order to report on issues of impact, sustainability, quality and relevance.

For all education institutions and decision makers at whatever level this means not only reviewing curricula and methodology but also aligning assessment and evaluation processes and instruments so that they are fit for purpose. It is clear that a one-size-fits-all approach is inappropriate and a much more subtle and eclectic approach is needed, blending formal and informal approaches and both summative and formative methods of assessing impact, learning and quality. And more broadly, systems of evaluation at school, university and in the workplace need to be better integrated and linked so that positive outcomes at one level have a beneficial effect in the next, both for individuals and for the integrity of the whole education system.

The New Directions: Assessment and Evaluation Symposium was organised by the British Council in East Asia in July 2011 to address a number of increasingly important issues facing professionals across the spectrum of education in the region. The Symposium brought together over 100 decision makers, planners, practitioners and academics from ministries, universities, assessment agencies, schools, projects and the private sector to discuss assessment and evaluation in all its forms and complexions.

The Symposium set out to achieve a number of objectives, principle among which were:

**Knowledge sharing**

- Sharing knowledge about different types of assessment and evaluation in the region and further afield at primary, secondary and tertiary level
- Sharing experience and practice of assessment and evaluation systems from the region and elsewhere.
Debate and Discussion
- Creating a forum for policy dialogue to increase understanding at the strategic level of:
  - the benefits and challenges involved in developing assessment and evaluation models and systems; and
  - the challenges surrounding the effective planning and implementation of assessment and evaluation systems.

Partnership
- Working together to develop relevant, context-dependent plans of action for the improvement of assessment systems in the East Asia region.
- Identifying possible cooperation areas to develop mutually beneficial collaborative projects.

These objectives were explored in detail through a number of themes, which became increasingly rich and multifaceted as the Symposium progressed and have been developed further by several of the papers in this publication. The themes that most of the participants were drawn to were:

Assessment of/for Learning
- The relationship between formative and summative assessment
- The assessment of content being learned through English
- The challenges in developing national examination systems
- The assessment of learning.

Assessment/testing Literacies
- Training for test developers
- Teacher competence/readiness for assessing learners
- Assessment of Young Learners programmes.

Teacher Assessment
- Standards/competencies for teachers
- Assessing teaching
- Linking assessment and teachers’ professional development.

Programme Evaluation
- The development of frameworks for large scale programme evaluation
- Linking research and impact evaluation
- The modalities and implications of programme evaluation.
The contributors to these Proceedings inhabit a spectrum of cultures and represent different horizons of thought. They come from a wide range of social positions – academics, teachers, researchers, policy makers, implementers - and have been requested to present their views and expand our understanding of a range of areas because of the quality and diversity of their experience and the insights they can bring to bear. The articles presented here have at least three qualities in common. First of all, the perspectives they explore are in some ways subversive, in the sense that they turn a situation around and look at it from another angle, and assess what effect it has on people and systems. As a result of this, the articles share a second concern with the exploration of how assessment and evaluation works both at the level of the individual and at the level of the system. Several of the contributors consider the negative impact that policy decisions around assessment and evaluation can have, particularly in the context of an increasingly globalised world economy. As such, the intention of many of the contributors is not to outline a smooth, faultless landscape of well-integrated and sensitive evaluation approaches and systems, but to examine how individuals and systems can be both positively and negatively affected; how this relates to the quality of learning and teaching, and how this ultimately translates into economic opportunities in the workplace. Finally, the ideas presented in these Proceedings are in many ways radical in the sense that the contributors go to the root of the questions they are exploring, and in the process variously offer solutions and raise more issues that need to be interrogated further.

Part One deals with the relationship between formative and summative assessment and considers how a theory of test validation can be used to support an entire test development programme linked closely to a clear understanding of the value of standards. The meaning of standards is closely examined together with the relationship of standards to a developmental continuum. It is argued that when standards are interpreted in this way, their implementation provides information that enables both formative and summative purposes to be achieved.

Part Two discusses different aspects of assessment and evaluation from the perspective of the student. The case is made for specific tailored approaches to make assessment appropriate and relevant both to types of students and the social context in which learning takes place. The relationship between testing and student learning is examined in detail, in places developing the notion of learning-oriented assessment comprising appropriate assessment task design; student involvement in assessment through peer- and self-evaluation; and dialogic feedback. Implications for policy and practice are drawn out and challenges for implementation addressed. The issue of student anxiety is also examined and its effect on learning outcomes. A student learning outcomes–based accreditation model is described linked clearly to wider issues of accountability and the delivery of quality education.

Part Three explores assessment from the teachers’ perspective - the development of teachers and the role of assessment in providing motivation and impetus to strengthen professional development is discussed, as well as the influence of experience in assessment processes juxtaposed with approaches adopted by novice teachers. The pervasive influence of examinations on teaching behaviour is also addressed by several contributors and suggestions proposed to address them.
It is in Part Four that we examine the assessment of specific skills areas. The articles describe the processes that contribute to listening and suggest how they might form a framework for more valid second-language tests of the skill. The importance of local context is highlighted and sheds light on where learners’ problems lie. A case is made for local tests serving a ‘testing for teaching’ function targeted at the needs of specific groups of students. Singapore’s English Language Syllabus 2010 is also showcased as a model for new directions for testing. Its emphasis on developing learners’ multi-literacy and higher order thinking skills calls for a review in the function and form of assessment, which goes beyond the accustomed summative approach.

The last section of the book, Part Five, broadens out the discussion of language into the domain of the evaluation of large-scale projects and programmes. The interlocking web of variables involved in programme evaluation is developed and discussed, together with a description of an organisation’s conceptual logic model to provide greater structure to project evaluation of impact with stakeholder involvement at its heart. Participatory evaluation approaches are examined together with related concepts of empowerment linked to sustainability. The role of donors, government and project stakeholders is interpolated when considering impact assessment, arguing for a clearer understanding of concepts of participation, institutionalisation and sustainability in working collaboratively with governments and communities to achieve educational impact.

We hope that readers will find these Proceedings provocative, stimulating and a spur to continue the debates raised in the papers contained here. There is a need for more research and discussion to understand the nuances of the topics explored in the book, and the British Council very much welcomes your responses to New Directions: Assessment and Evaluation.
THEORIES AND PRACTICES
Theories and practices in language testing

Barry O’Sullivan

Abstract

In this paper, I will show how a theory of test validation can be used to support an entire test development programme. Starting with a discussion of the importance of standards in any learning system, the paper goes on to consider a model of test validation, linking this to the key areas of quality and localisation. Finally, the paper outlines some of the key challenges facing the local and international test developer.

Standards

Within the context of language learning, teaching and assessment, the notion of standards has been with us for some time. Forty years ago, the Council of Europe (CoFE) first began the task of describing in some detail those aspects of language which appear to be ‘criterial’ at different levels of language ability (van Ek, 1977; van Ek & Trim, 1990, 1997). This work eventually led to the publication in 2001 of the Common European Framework of Reference for Languages (CEFR) (CoFE, 2001) due in no small part to the significant work of North (2000). While similar frameworks were developed elsewhere (e.g. in Canada and Australia), the CEFR was to quickly dominate the scene initially across Europe and later as far afield as Asia and South America.

The CEFR has been criticised for its lack of detail (e.g. Weir, 2005); however, it is still recognised as a valuable contributor to communication between testers and teachers as it provides a description of language that can be used across different contexts (e.g. school assessment in Ireland and business assessment in Germany) and different languages (e.g. French or Welsh). The other major change in language learning and assessment contributed to by the CEFR is in our understanding and interpretation of the concept of language level. The publication by the CoFE of a manual outlining procedures for establishing the level (in relation to the CEFR) of a particular exam (CoFE, 2003, 2009; Figueras et al., 2005) led to a significant change in the way in which test developers considered the centrality of level in the development and validation process. Governments across Europe began to demand that developers provide empirical evidence of any claimed link between their test and the CEFR. However, the manual and many of the studies that were conducted based on the procedures outlined in the manual were
subjected to criticism due to their lack of any explicit theoretical basis (O'Sullivan, 2009). This criticism has focused in particular on the area of validation.

Validity & Validation

Traditional views of validity identify three areas on which test developers were expected to focus in order to establish evidence of the validity of any inferences that could be drawn based on performance on their test. These three areas were:

- **construct** - the underlying trait or ability being tested
- **content** - the relevance and coverage of the content of the test with regard to the construct, and
- **criterion** - how similar the results of this test are to the results of a test which focuses on the same construct.

Over the years, this view of validity has changed radically, thanks mainly to the work of Messick (e.g. 1975, 1980, 1989). Messick argued that for the inferences that are claimed based on candidate performance on a test to be seen as valid then the developer would be expected to present what he called an integrated and substantive argument based on evidence from a range of areas (mainly related to the three traditional areas described above). This view of validity (known as the unitary approach) has come to dominate assessment over the years.

Messick's contribution to the area of validity also included the notion of consequence. Consequence, in Messick's view, referred to the expectation that test developers should take into account the intended as well as the unintended consequences (or impact) of the tests they develop. This idea quickly gained support across the academic assessment community and resulted in the concept of *consequential validity*. Messick himself was not happy with this concept (McNamara, 2006), and it certainly does not fit philosophically with his conceptualisation of validity as being based on a multi-source, evidence-based argument rather than the idea of a number of different *validities*. However, the concept of consequential validity, with its focus on test impact, social value implications and ethics, prevailed and by the end of the first decade of the 21st Century had come to occupy a position apparently impervious to challenge.

Theorists such as Kane (1992) and Mislevy et al. (2002, 2003) contributed to the validity debate with detailed contributions as to the nature of the evidential argument (in the case of the former) and the linking of the test development process to an underlying model of validity (in the case of the latter). The lack of practical application of these models has been highlighted by O'Sullivan & Weir (2011) while the whole concept of consequence (as envisaged by Messick) was questioned by Cizek (2011), who argued that the consequence of using a test for a particular purpose must be the responsibility of the user rather than the developer.

The most significant contribution to the practical application of validity theory to emerge in recent years has been that of Weir (2005), whose socio-cognitive frameworks have had a major influence on test development and validation. The approach outlined by Weir (2005) has recently been updated in terms of its application to test development (Shaw & Weir, 2007; Khalifa & Weir, 2009), test validation practice (O'Sullivan 2009) and test validation theory (O'Sullivan, 2011b; O'Sullivan & Weir, 2011). The approach is summarised in Figure 1 and discussed below.
The main focus of the approach lies with the test taker. O’Sullivan (2000) argued that we should take into consideration three sets of test taker characteristics. These are:

**Physical**
This includes variables such as gender, age, and short-term ailments (such as cold, toothache etc.) and longer-term disabilities (e.g. dyslexia, limited hearing or sight etc.).

**Psychological**
Refers to memory, personality, cognitive style, affective schemata, concentration, motivation and emotional state. It also links to the cognitive processes and resources described below.

**Experiential**
This can include education as well as experience of the examination and factors such as residence in the target language country.

At the same time, the developer must take into consideration aspects of the cognitive domain as they relate to the test. These are very important as they will contribute to the operational definition of the trait or ability being tested and will also ensure that the type of processing engaged in by the test taker will reflect that of the target domain:

**Processes**
This refers to the cognitive and meta-cognitive processing engaged in by the test taker when responding to test tasks and items.

**Resources**
This relates to the test taker’s knowledge of the test content and to the person’s language ability.
When it comes to the test task, there are a number of parameters that should be taken into account, these will relate to various aspects of the task itself and to the administration of the test, which should at all times aim at fairness and equality for all test takers. The task related parameters include:

- **Performance Parameters**: These include things such as timing (time allowed overall, for planning etc.), item/task score weighting, knowledge of how performance will be scored and so on.

- **Linguistic Demands**: This can refer to the language of the input as well as to the language of the expected output. In tests of writing or speaking this can also refer to the audience or interlocutor.

Test administration parameters should include:

- **Delivery**: The platform (computer, live, pen and paper) should be appropriate to the construct.

- **Security**: The administrative systems that are there to ensure the security of the entire delivery process.

- **Physical Organisation**: This refers to room setup, seating arrangements, etc.

- **Uniformity**: The rules and regulations which ensure that all administrations of the test are the same for all candidates.

Finally, the test developer should consider the system that is set in place to convert test performance into a meaningful score or grade. The elements referred to in the model are:

- **Theoretical Fit**: The way test performance is assessed should fit with the conceptualisation of the ability being tested. This goes beyond a key or rating scale and refers to everything from rater and examiner selection, to training, monitoring and analysis of rating behaviour.

- **Accuracy of Decisions**: Includes the traditional view of reliability, though in reality is much broader as it should relate also to all aspects of the psychometric functioning of a test.

- **Value of Decisions**: This relates to criterion-related evidence (e.g. comparison with measures such as teacher estimates, other test scores or to performance standards such as the CEFR).

### Linking Tests to Standards

The CofE Manual (2009) suggested a four stage process through which test developers should go to establish empirical evidence of a link between the important cut-scores in their tests and the CEFR. The four stages were:

- **Familiarisation**: Ensuring that the personnel who are engaged in the linking process are all familiar with the relevant skills and levels as described in the CEFR.

- **Specification**: Completing a series of checklists, designed to establish the quality of the development process.
**Standardisation** Conduct standard-setting events in which a panel of experts first clarify a definition of the minimally acceptable person at a particular level (i.e. the person right on the borderline between a pass and a fail, but just about on the pass side of that border) and then use this definition to establish the cut-score which is later used to identify the pass/fail boundary.

**Validation** Gather and present evidence of the validity of the inferences to be drawn from performance on a test – in the manual, the primary focus is on the psychometric qualities of the test.

This approach has been criticised by O’Sullivan (2009) for its implied linearity and for its failure to recognise the importance of basing any such linking project on a clearly described underlying theory of test validation. An alternative approach has been suggested by O’Sullivan (2009) and is summarised in Figure 2.

**Figure 2 - The Process of Linking a Test to a Set of Standards (here the CEFR).**

This process is now seen as:

**Critical Review** Review by an expert panel (to include individuals not connected to the test developer) which reviews all aspects of the test to ensure that it meets the level of quality required for consideration for linking (there is no point in starting any linking project without this stage - the project will break down quickly as the panels go through the specification and standardisation stages).

**Familiarisation** Ensuring that the personnel who are engaged in the linking process are all familiar with the relevant skills and levels as described in the CEFR. This process is repeated at all stages of the linking project (as suggested in the original CofE manual).
**Specification** Completing a working specification of the test. This should be based on an underlying model of validation (such as Weir 2005). Then a series of quality assurance checklists should be completed which take into account all aspects of test level and overall quality.

**Standardisation** This element of the process should remain unchanged – though it is recommended that exemplar tasks for the target CEFR level be included for comparison purposes.

**Validation** Gather and present evidence of the validity of the inferences to be drawn from performance on a test. This is a formal validity argument and should present evidence from those sources identified in the underlying model (typically those areas referred to by Messick).

**Localisation** Localisation is the practical implication of taking the test taker into account at all stages of the development process. For this to happen, the developer must identify any factors which can impact on test performance. By doing this we can facilitate the individualisation of assessment by identifying the key individual characteristics of members of a particular population (i.e. those identified in Figure 1 above) when developing tests for use with that population. In this way the developer is taking into consideration the consequences of all decisions made during the development process.

One important implication of localisation is the recognition of the importance of test context (which of course includes the test taker, and also the social and domain-related context) on test development. Locally appropriate tests are therefore those which are designed for use in a specific language domain. One essential element of local appropriateness is how the assessment or test ‘fits’ into the learning system. I have argued in the past that assessment must form a cohesive part of an integrated language system, in which the curriculum, the delivery of the curriculum (including teacher selection & training; teaching materials; physical setup of learning environment) and the assessment system (summative and formative) should all be based on a single underlying philosophy of language and learning.

When tests that have been created at the local level, for example in schools and universities, are compared with those developed by major international developers they are invariably considered as being inferior in a number of ways. One of these is the published internal consistency estimates which for international tests are generally very high and often for local tests are relatively low. Local tests are regularly rejected in favour of international tests on this basis, despite the fact that the variables that affect these estimates include the population’s size and range of ability. So, we are not actually comparing like with like. Ideally, international tests should publish reliability estimates for the population for which a comparison is being made.
In reality, the major differences between local and international tests are in the area of quality not so much of content relevance of coverage, but in the areas of test presentation, item and task development and administration systems. Therefore, the biggest challenge to locally developed tests lies in their ability to match internationally recognised tests in these areas. Of course, these same internationally recognised tests typically have one significant weakness which limits their value (and validity) for use in many specific domains. The weakness I refer to is the fact that they are not addressed to the population in the specific domain and are often unsuitable in terms of content, level and cultural appropriateness.

Challenges

To develop valid tests therefore, the local and international developer must face up to a number of challenges. These challenges include, test taker definition; domain language definition; test tasks designed to reflect the above; and a scoring system designed to reflect the above.

Domain test taker definition

This will typically entail identifying the test population using the elements identified in Figure 1. For example, if we are focusing on young learners, it is important to consider the appropriateness of the test tasks for use with the target group.

Domain language definition

This work is linked closely to the creation of a learning curriculum as well as accurately describing the language of the domain. We often look to educational standards to help us understand what language a learner will need to know at a particular point in their development. Local expertise will allow the test (as well as the curriculum and materials) developer to identify the level of ability expected of each language element. Together, these combine to allow for the creation of a detailed matrix of language needs and goals. This results in a locally appropriate definition of the underlying construct.

Tasks designed to reflect the above

When the domain language has been defined and the test developer has identified the level of ability expected of each language element of the domain and the relevant variables associated with the test takers have been identified, then the developer can turn to the test tasks. It is important that these tasks reflect the domain and the test takers and that they elicit the type of language and cognitive behaviour typical of the domain.

A scoring system designed to reflect the above

At the same time, the developer must consider how the test performance is to be scored. This goes well beyond simple (or even complex) estimates of internal consistency or inter/intra rater reliability to include all aspects of the scoring system (e.g. rater selection, training and monitoring; rating scales and/or answer keys; test item or task analysis; grading system; and score interpretation or value). The fact that the developer will have included in the domain definition a detailed description of both the language to be tested and the level of ability required of the target population will significantly support this set of processes.
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A standards perspective on the relationship between formative and summative assessment

Jim Tognolini and Gordon Stanley

Abstract

Most education systems have moved to a standards referenced system of reporting educational outcomes. This type of reporting requires judges (teachers) to reference assessments to predetermined standards of performance. In this type of reporting a grade is only given to those students who have demonstrated the criteria for the grade. Such reporting makes sense when we want to interpret student outcomes in terms of explicit standards. In this paper we discuss the meaning of standards; the relationship of standards to a developmental continuum; and how, when standards are interpreted in this way, their implementation provides information that enables both formative and summative purposes to be achieved.

The meaning of assessment

Most recently we have started to define assessment as involving professional judgment based upon an image formed by the collection of information about student performance. In education, students are generally assessed for the purpose of improving their learning, and monitoring and certificating their performance or achievement.

Teachers collect information about student performance (assessment) in numerous ways. These have been summarised along a continuum of assessment methods (Figure 1) that range from ‘less formal or unstructured methods’ to ‘more formal or highly structured methods’ of collecting information.
Theories and practices

At the highly structured end there are examinations, published tests and tests such as national and state-based testing programmes. These are highly structured in that the conditions of administration are tightly controlled and standardised; the tests have been through rigorous test construction processes, and so on.

Classroom tests, checklists, practical work, project work, etc. are also methods for collecting information about students. They are not as formal in their structure but they provide information that is just as pertinent and relevant about a student as the more highly structured means of collecting information and they happen much more often.

When teachers ask a question in class they are assessing. When they observe what is going on in class they are assessing. When assessment is thought about in this way it seems obvious that there is no division between assessment and teaching. They are one and the same.

Sometimes teachers tend to play down the importance of the assessment information that emerges from the less formal end of the assessment continuum because it does not generally culminate in marks that can be recorded in marks books. However, when they do give a more structured assessment they already have an expectation of how the students will perform built up from the less formal (formative assessment) that takes place continuously; and, they validate the “summative” performance against the expectation or image of the student that has already been built up from the wide range of assessment activities that take place constantly in the classroom situation. The latest piece of information contributes to the image.

Generally the information that emerges from the test, standardised test or examination is consistent with the image. Sometimes it is not and the teacher then asks the question, “Why not?” There are many students who perform well in classroom activities and yet perform poorly in the examination; such atypical performance is of interest to teachers. It could be that the student has really improved and there is a need to adjust the image. Alternatively, it could be that the result may be due to other reasons that would not warrant the substantive change in the image.

In summary, therefore, teachers use assessments to form an image of what students know and can do. As more and more information becomes available from a variety of assessment sources, it is added to the image. The various forms of assessment are assessing the same material from different, but interrelated perspectives. Consequently the “fairest image” emerges when teachers use a range of assessment techniques and assimilate the information from the multiple sources using their professional judgment.

Figure 1 - Methods for collecting information on student performance.
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Types of standards

Commonly a distinction is made between curriculum standards and performance standards. Curriculum standards are defined as “the knowledge, skills and understanding expected to be learned by students as a result of studying a course”, while performance standards are “the levels of achievement of the knowledge, skills and understanding.”

Some terms synonymous with curriculum standards are:

- Syllabus Standards
- Content Standards
- Grade Level Standards
- Core Standards
- Outcomes
- Competency Standards (VET and Professional).

Those which tend to be used interchangeably with performance standards include:

- Achievement standards
- Benchmark Standards
- Proficiency Standards
- Reporting Standards
- Accountability/Target Standards
- Performance Indicators.

Standards referenced assessment

Traditionally marks evolving from assessments have been given meaning by referencing them to norms (norm-referencing). In the 70s and 80s systems moved towards referencing student performance against criteria (criterion-referencing). More recently, significant numbers of education systems around the world have introduced a different way to reference achievement. It builds upon criterion-referencing, but instead of referencing achievement to the myriad of behaviours that comprise an examination, course or subject, the achievement is referenced to pre-determined standards of performance. It is referred to as standards-referencing.

The following characteristics are required of well-grounded standards referenced systems:

- Standards should describe performance expectations and proficiency levels in the context of a clear conceptual framework, and are built on sound models of student learning (developmental continuum).
- Standards should be clear, detailed, and complete; reasonable in scope; and both rigorous and well-grounded in the knowledge domain.
- Standards must be elaborated so that curriculum, teaching and assessment are aligned.
- Standards are derived from the curriculum and not developed independently from mandated curriculum requirements.
The value of standards referenced assessment systems is that they:

■ enable the performance of cohorts of students to be monitored against pre-determined standards;
■ empower students in the teaching and learning process;
■ provide all students with a meaningful record of their achievements;
■ provide a mechanism to recognise and reward prior achievement at school within broad-based qualifications frameworks; and,
■ provide a mechanism to bring together curriculum, pedagogy and assessment in a way that has not been possible in the past.

The developmental continuum

One of the main ideas that has emerged in relatively recent times is the notion of developmental assessment. This is the process of monitoring a student’s progress in a subject so that decisions can be made about how to improve learning for the student. Developmental assessment shifts the focus of attention in assessment from comparing one individual to another, towards one of monitoring student progress. The key feature of developmental assessment is that the students’ progress or growth in the subject is monitored along a linear continuum that is referred to as a developmental continuum (See Figure 2).

The monitoring of student growth along a developmental continuum requires that the continuum be defined. Many countries have now defined continua for the various subjects in terms of learning outcomes. These outcomes typically describe what students know and can do at different stages along the continuum. These outcomes are usually contained in syllabus documents or frameworks and provide the basis for the development of the teaching and learning sequence and activity (including assessment) within the subject.

It can be seen from Figure 2 that some of the learning outcomes extend across the whole continuum (e.g. reading for meaning) whereas others are relatively less extensive. The further the outcome extends across the continuum, the more demanding it is for the students and the more of knowledge, skill and understanding of the subject is required to demonstrate achievement of the outcome.

To progress along the continuum students have to become more proficient in the subject. Similarly learning outcomes that are further along the continuum are more demanding for the student. They require more of the “property”, “trait” or “thing” that defines the subject to be able to demonstrate proficiency. The whole idea is based upon growth.

Figure 2 - Schematic representation of a developmental continuum.
Generally the developmental continua are partitioned into levels, stages, bands or grades (see Figure 3). The grades have descriptors (grade related descriptors) that try to capture the skills, understanding and knowledge that students have at different stages along the developmental continuum for the subject. These represent broad descriptions of standards and teachers in schools and examiners are able to locate students along these continua by comparing their “images” of students to these broad standards and using their professional judgment to say, on balance, that the student is located at “Grade D” or “Grade A” at this stage of their learning. Just as importantly, students can also locate themselves along this continuum by judging their own performance and work out what they have to do to go from a lower grade to a higher grade along the continuum. The continuum is cumulative in that what is required for a Grade C is everything that is required for a Grade D and Grade E plus the extra for a Grade C. Similarly, a Grade A includes everything that is required for all grades up to A, plus the extra segment unique to Grade A.

In order for students to demonstrate where they are along the continuum, they must be given the opportunity to demonstrate what they know and can do in relation to the outcomes of the subject. Tasks or items that examiners and teachers set provide this opportunity for the students to demonstrate what they are capable of doing.

In the case of formal (summative) assessments, such as public examinations and standardised tests, the examiners or test constructors must write items to match the student learning outcomes that are in the syllabus documents so that the results can be interpreted in terms of the same developmental continuum that is being used by the teacher in the classroom. In this way the results should be providing one more piece of information about the location of the student and should supplement the teaching/learning process that is going on in the classroom. Figure 3 shows items and a student along the continuum.

Figure 3 - Developmental continuum with items, students and grades.
Item numbers in Figure 3 are denoted by the numbers in the circles. It can be seen therefore that item 1 in the test is assessing Outcome 1 and is relatively easy (because it is located towards the left on the continuum); item 2 is further to the right of item 1 on the continuum so it is demanding more of the student and hence it is harder than item 1 and still measures Outcome 1. Item 3 is a bit harder than item 1, not as hard as item 2 and is measuring outcome 4. Item 10 is a bit harder (hence it is more demanding of the students) than all the other items and actually measures two outcomes: outcome 4 and 5.

Similarly it can be seen from Figure 3 that Student 1 is located within Grade C on this particular continuum. Because this student is located at that point along the continuum it could be expected that the student would get the items that are less demanding (easier - that is, they are located to the left of the student) correct, and the more demanding items (harder - that is, they are located to the right of the student) incorrect. Of course students do not always behave in such an orderly fashion. They will probably get some easier items incorrect and some of the harder items correct. This is useful diagnostic information for both the student and the teacher.

In the classroom situation teachers can make an “on balance judgment” about the location of the student on the continuum.

In the case of the formal assessments (assessment of learning), the number of marks that the student gets on the examination locates the student along the continuum: the more marks students get on the assessment, the further they are located along the continuum.

**Setting assessment tasks in a standards-referenced system**

In a standards referenced system, tasks (items or questions) should be set in a way that provides evidence of where the students are located along the developmental continuum. Some basic task development hints would include ensuring that:

- the items and tasks match the content standards (outcomes) articulated in the syllabus;
- the items, and tasks that are developed enable students at different stages in their learning to demonstrate what they actually know and can do; and,
- a range of different tasks are used to generate a reliable and valid estimate of the student’s location along the developmental continuum.

**Standards referencing serving both formative and summative purposes of assessment**

In a standards referenced system the actual marks should represent locations along a detailed continuum. They have meaning. Consequently when constructing tasks and items the teachers and test developers should keep in mind the basic tenets required of the continuum; that is, more marks should imply more of the property being assessed. Therefore, when constructing tasks the marking rubrics (and options in the case of multiple choice items) should reflect the theory. If this is done then every response can be interpreted in terms of location and should give an indication of what needs to be done to improve. For example, consider the following task:

\[ 2 \frac{3}{5} + 2 \frac{4}{7} = ? \]
The following marking rubric demonstrates how student responses can be recorded and used to inform learning.

4 marks
Adds simple fractions correctly. Demonstrates correctly that only like fractions (same denominators) can be added. Obtains correct answer.

\[2 \frac{3}{8} + 4 \frac{4}{7} = 6\left(\frac{21}{56} + \frac{32}{56}\right) = 6\left(\frac{53}{56}\right)\]

3 marks
Adds simple fractions correctly. Demonstrates correctly that only like fractions (same denominators) can be added. Makes an error in the final step.

\[2 \frac{3}{8} + 4 \frac{4}{7} = 7\left(\frac{21}{56} + \frac{32}{56}\right) = 7\left(\frac{53}{56}\right)\]

2 marks
Adds simple fractions correctly. Demonstrates correctly that only like fractions (same denominators) can be added. Does not demonstrate an understanding of how to convert to like fractions and makes serious errors.

\[2 \frac{3}{8} + 4 \frac{4}{7} = 6\left(\frac{3}{56} + \frac{4}{56}\right) = 6\left(\frac{7}{56}\right)\]

1 marks
Does not add simple fractions correctly. Does not demonstrate an awareness that fractions have to be alike before adding. May convert mixed to improper fractions correctly but shows know understanding as to why this should be done. Shows some elementary understanding of fractions.

\[2 \frac{3}{8} + 4 \frac{4}{7} = \left(\frac{19}{8} + \frac{32}{7}\right) = \left(\frac{19}{8} \times \frac{32}{7}\right) = \left(\frac{608}{56}\right)\]

0 marks
Does not add simple fractions correctly. Basically shows no understanding at all of what to do with fractions.

\[2 \frac{3}{8} + 4 \frac{4}{7} = \left(\frac{19}{8} + \frac{32}{7}\right) = \left(\frac{51}{11}\right)\]

It can be seen that the item could be given as a multiple choice item and there is significant information in the response to help students improve their learning.

**Conclusion**

The authors are firmly of the view that if assessment tasks are constructed (formative or summative) with a developmental continuum in mind then it is possible that the information can be used to help improve learning irrespective of the type of task. There are many other examples that could be used. However, all have the same basic features as the example used above.
Formative assessment in primary English classrooms in Vietnam

Pham Lan Anh

Abstract

Following the emergence of formative assessment as a valuable practice in assisting learning, a number of investigations have been conducted to research whether its implementation in a particular educational context actually succeeds as it is claimed to. Starting from the hypothesis that primary teachers’ assessment procedures are much influenced by a traditional assessment approach, this case study attempts to reveal the extent to which current assessment practices in several primary schools in Ha Noi, Viet Nam facilitate learning. This paper starts with an overview of the context of teaching English at primary level, examining factors affecting teachers’ assessment practices, namely the policy, curriculum, the learning and teaching environment. Next, preliminary results from the investigation are analysed and discussed. Finally, this paper reaches conclusions regarding the formative elements in the researched classrooms.

1. The Context of Teaching English to Young Learners in Ha Noi

1.1. Policy and Status of English

Although English has been recognised as the first foreign language, and the Vietnamese Government clearly underlines the importance of developing English to better compete and showcase the skills and talents of its workforce in regional and global markets, English in Viet Nam is still treated as a subject for study rather than as a living language to be spoken in daily conversation. Within the framework of the Master Plan on Foreign Languages Teaching and Learning in the National Education System 2008-2020, English teaching and learning, which is supposed to be implemented in stages, is to follow a 10 year compulsory curriculum, starting from Grade 3, with a time allocation of 4 periods of 40 minutes per week. Against this backdrop, in Ha Noi, English is still being officially taught from Grade 3 as an optional subject, 2 periods/week, and has not yet been included in children’s achievement records. On the one hand, compared to other subjects at primary school, English is thus viewed from teachers’, parents’ and children’s perspectives as less important and less serious. On the other hand, in practice, teachers still
give tests periodically to children as a means of collecting information on learning/progress.

In 2003, the official curriculum for primary English was approved and has been revised ever since. The latest revised curriculum is claimed to take account of the needs of young learners in primary school, which are different from the needs of older children in secondary school. As stated in the document, the principle of developing the primary English curriculum is to emphasise communicative competencies and therefore seeks to promote more communicative teaching methods, through coherent themes and topics which are meaningful and relevant to the student’s world. The guiding principle also ensures that there is a recognition that primary age students are still developing cognitively. They are not able to think abstractly or to analyse the structure of languages. The teaching methods need therefore, to be child-centred, based on actions and with many opportunities to practise language skills in meaningful contexts.

Regarding assessment, after following the primary education English curriculum, children will be considered to have mastered the equivalent of Level A1 of the Common European Framework of Reference for languages. However, the curriculum does not make explicit the language ability expected of pupils, nor does it align with expected competencies or standards, which should have been included in the curriculum.

1.2. Teaching and Learning Environment
Within the scope of this paper, the teaching and learning environment here is limited to the physical environment, social situation and instructional arrangements.

The physical environment in most primary schools in urban areas of Ha Noi has been gradually improved so as to enhance teaching and learning. Classrooms are furnished with adequate desks and chairs, good lighting and with paucity of modern multimedia. However, such improvements have led to large class size, ranging from 55-65 pupils in a space which used to accommodate 40. This problem influences English language classrooms and leads to teacher difficulties: failure to manage activities such as mingle, group work, survey, story telling - in which children are supposed to move around the classroom. This, to a greater or lesser extent, affects the effectiveness of an English lesson.

The physical environment, therefore, implicitly influences the nature of classroom interactions. Moreover, techniques of cooperative and communicative learning require children to socialise comfortably with one another, but fixed seating arrangements hinder these. Scaffolding to meet the needs of the individual learner, as a result, is also difficult to implement.

Therefore, in terms of social and instructional arrangements, teaching English in primary schools generally has not met the criteria for contemporary teaching/learning approaches. As mentioned in 1.1 the primary curriculum is not directive in a sense that it does not give transparent and explicit guidelines for schools and teachers to adopt appropriate teaching methods and plan their teaching and learning process accordingly. As Moon (2005) asserts:
“many primary teachers are using a fairly formal approach to teaching children which could be seen as more suitable for secondary pupils and adults than children. Observations indicated that some teachers using English had little idea how to support children’s understanding and adjust their language to children’s level. There was a heavy emphasis on the form of the language, focusing fairly explicitly on grammatical points and trying to explain them.”

2. Current mode of Teacher Assessment

The ideas in this section derive mainly from focused classroom observations and informal interviews conducted in 7 primary classrooms in Ha Noi, with a total of 29 class hours. However, in order to triangulate and ensure validity, the findings are also supported by preliminary results of a questionnaire on teachers’ perceptions and assessment practices.

The observations have been conducted over a two-year period (2009-2011) in 3 primary schools in Ha Noi. Three teachers (A, B, C) were observed for 4 class hours each, whereas one teacher (D) has been observed in two stages, with the first stage being similar to that of the other three teachers, the second stage being intensive with observations during her lessons for 15 weeks for a total of 15 class hours. These four teachers were all teaching children of Grade 3 State schools, aged from 8 to 10, who are supposed to officially start learning English. The following are common features and trends from the focused observations, informal interviews and analysis of the questionnaire. Some of the features are listed in Themes 1 - 4:

Theme 1: Structure of a common English lesson

- A PPP structure (presentation, practice, production)
- Role of teacher as knowledge transmitter, role of children as recipients
- Whole class teaching and questioning.

Theme 2: Procedures of a common lesson of English

- Start with a warm up recapping the content previously taught
- Introduce new vocabulary for the new input
- Set the context for the language pattern
- Check understanding on form, pronunciation and meaning (of the language pattern)
- Make sure pupils grasp these new ideas by a question-and-answer as whole class teaching
- Practise examples by working first as a class or group and then individually
- Call some children for classwork or boardwork or games
- Give feedback on classwork or boardwork
- At the end of the lesson, look back and review the new learning and link it to previous skills and knowledge acquired
- Set homework or give worksheet for self-study
- Ask children to revisit and improve the classwork (as part of homework).
Theme 3: Common Assessment Tools

- Check understanding during presentation stage
- Observe and monitor classwork, individual work in practice/production stages
- Give feedback (informative & evaluative) in practice/production stages
- Assign homework in the form of worksheets or exercise book for self-study
- Assign class tests or boardwork or worksheets for marking and grading (on-going assessment)
- Give children opportunities to revisit and improve the checked work
- Sit children for end-of-year achievement test, followed by marking & grading for accountability (summative assessment)
- Report children’s progress and achievement to stakeholders periodically (preferably at the beginning and end of the academic year).

Theme 4: Assessment procedures

- Planning assessment in mind
- Implementing assessment in teaching process
- Improving assessment in mind
- Most common time for formal assessment: beginning (diagnosis test) & end of academic year (achievement test)
- Most common time for informal assessment: daily: warm-up & production stage; end of unit, mid-term, end of term 1.

As can be seen from the themes above, teachers have a tendency to underestimate the role of children as active learners who can become responsible (if supported) for their own learning. Regarding assessment, the most common form is test and worksheet. Teachers seem to test mainly knowledge of words and grammar in isolation but do not test grammar in use. There is very little use of listening tests and even less use of oral tests.

Overall, the range of current assessment practices in primary English classrooms is generally summative, with a paucity of elements which might be described as formative. Annual tests and class tests and worksheets, the correction of class work and home work are the most common ways of collecting information, whereas the practices related to record keeping – to be passed on to stakeholders - are restricted to quantifiable achievement reports.

It is also common practice for primary teachers to mark and correct children’s work with evaluative comments, whether the work is classwork, homework or tests. It is interesting to note, however, that the teachers observed then asked children to revisit and improve this checked work.

Two other common practices were observed: a) class discussion once the work is returned to the children; b) sending work home to receive parents’ signatures to ensure that parents are informed of progress and achievement, and therefore, can provide comment/guidance to children’s work at home.
3. Conclusions

Firstly, current assessment practices are very much embedded within the traditional culture of examinations and testing. This type of assessment does not take into account that children may well still be developing physically, psychologically and cognitively.

Secondly, current assessment practices have not succeeded in helping children to become aware of their own strengths/weaknesses and to learn to monitor their own/their peers’ progress. As a result, children have not become involved in the learning process and there is evidence that they respond negatively to teacher feedback.

Thirdly, teachers neither regularly document the planning of assessment activities, nor do they record evidence of children learning. Instead, they merely present/have an overall informal or anecdotal impression of children’s learning. Everything appears as if ‘inside the blackbox’.

Although the range of current assessment practices in primary English classrooms is highly traditional, it may partly facilitate learning in the following areas:

- The class tests and worksheets that are designed by the teacher, based on classroom work, are non-threatening and designed to give immediate feedback to children. Children are also encouraged to assess what they have learned in particular units;

- The correction of class and home work includes comments on the children’s exercise books and test papers. This might be seen as positive in the sense that children can see their weaknesses and are then encouraged to revisit and improve this checked work;

- Assigning an appropriate amount of homework at levels that match children’s learning may lead to improvements in understanding and achievement via home support and reflection by the children on their work – while at home. It may also help to support positive attitudes towards learning as well as self-study habits. This is particularly true when the time allocation for English is a mere 2 class periods per week: without homework, children are likely to forget what has just been learnt.
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Assessment in young learner programmes

Sophie Ioannou-Georgiou

Abstract

As the starting age for English as a Foreign Language is officially lowered in more and more countries, education providers around the world have to face issues of accountability of their innovation while bearing in mind the particularities of early language learning (ELL) programmes, such as the specific characteristics of the young learner (YL) population and the increased importance of attitudinal and motivational issues. The author suggests that policy makers should not rely on summative exams and ignore the importance of classroom-based assessment, which can act as a significant step towards the success of YL programmes. The paper proposes a suggestion for an assessment system for YL programmes.

The growth of young learner programmes

Younger and younger learners are being introduced to foreign language learning. Many countries around the world are adopting early foreign language learning as part of their educational policy and including foreign languages as a compulsory subject from the first year of primary education (including Spain, Poland, Italy, Cyprus, Greece, Croatia, Norway, Serbia, the Czech Republic, Austria, and Malaysia) or sometimes even in pre-primary education (Spain, for example, includes foreign language in preprimary as a compulsory subject in certain areas. Nevertheless, more countries include foreign language learning in pre-primary as an optional subject (e.g. Cyprus, Finland, Poland, Slovenia, France, etc.).

There are many reasons governments are taking the decision to introduce ELL. Foreign language skills are seen as economically valuable as they can enhance trade, mobility, employability and offer an overall competitive edge in the market.

Generally, however, educational systems have always tried to prepare future citizens who are able to cope with the demands and challenges of the society they will be living in. Modern globalised societies require citizens with foreign language skills, and governments prepare their future citizens by providing them with the skills required. The European Union has, for example, specified the key competences its citizens should have so as to be able to respond to the needs of our fast-changing world (European Commission, 2007). The eight key competences...
proposed by the EU are competences to ensure lifelong learning and development and one of these is ‘communication in foreign languages’.

There are often strong sociocultural objectives which also influence the decision for early foreign language learning. This is usually the case when the languages of the neighbours or of minority groups are taught. Sociocultural objectives feature highly in the policy documents of the European Union (European Commission, 2005, 2008, inter alia). For the EU, which consists of 27 countries and 20 official languages, the development of linguistic tools for communication between people and the cultivation of a culture of respect of otherness and cultural diversity is vital.

The introduction of ELL is consequently an effort to respond to the challenges mentioned above. Although one has to admit that language learning can also successfully be achieved with a later start, there are a number of benefits to ELL. There are, for example, practical benefits such as more time made available for language learning which in turn can allow more languages to be added to the school curriculum. There are also benefits of sociocultural nature, such as the early development of an openness towards and appreciation of cultural diversity. Finally, there are benefits which directly involve language learning such as the development of positive attitudes towards languages and language learning. Attitudes can be formed from a very young age and have a tremendous impact in the future development of learners. Often, negative attitudes to languages can be already in place when language learning is scheduled to start. This is sometimes the case with boys whose lack of willingness to learn foreign languages (Clark, 1998; Kissau, 2006) has been partly attributed to negative attitudes towards languages (Loulidi, 1990; Loulidi, 1200; Kissau, 2006). Similarly, early formation of negative attitudes to new, ‘alien’ cultures and an early onset of xenophobia can also take place and thus negatively influence language learning (MacNaughton, 2009).

**Are summative exams the best way to assess young learner programmes?**

ELL programmes are, nevertheless, an innovation for educational systems around the world, and as such they are sometimes surrounded by debate and resistance. Such reactions place educational systems under pressure to prove the effectiveness and general success of their innovation. An initial response is sometimes to turn to external or internal summative exams. This decision is often affected by two main factors: parents and exam boards. Parents often ask to see proof of effectiveness in the traditional form they are accustomed to: test results. Exam boards, on the other hand, are eager to participate in this large, emerging market and have provided a number of tests which make every effort to reflect the main teaching approaches implemented in teaching YLs.

There are undeniably benefits to using external (or internal) summative tests for establishing accountability. Turning to external tests, for example, may indeed be an easy solution. They are already available, are usually well-respected by parents and teachers, are perceived to be objective and have a large mechanism to support them (design, implementation, rating, reporting, etc.).

Unfortunately, there are a range of issues which argue against external summative exams for YLs. A summative exam, no matter how well-meaning, is a source of anxiety for young students. Exams are also a source of anxiety for teachers whose livelihood sometimes depends on their students’ exam results. Teacher anxiety is,
The students’ perspective

however, unconsciously transmitted to YLs who often find that their fun and exciting lessons have turned into stressful sessions of never-ending practice of exam items. If teachers see test results as evidence of their effectiveness, the unfortunate result will be teaching to the test.

Although the above negative effects of summative testing are relevant to all learners, they are more pronounced and have intensified results in YLs. Attitudes in YLs are fragile as they are at an early formative stage and can easily change. It is very common to hear stories of children who enjoyed their language lessons but later developed negative attitudes due to test-related anxiety, loss of interest after many boring lessons of exam preparation or negative test results.

It is important, before a decision on assessment of YL programmes is taken, to review the aims and objectives of these programmes. Although many language schools may focus on purely linguistic goals, this may not be what is best for such YLs at a formative stage in their development. When it comes to state educational systems, this is a non-negotiable issue. Language education is part of a child’s overall education and a range of aims and objectives, beyond the purely linguistic goals, need to be taken into account.

Figure 1 shows the range of focus areas which come into play in a YL programme. The importance of adding clear objectives towards the development of positive attitudes and cultivating intercultural awareness and understanding has already been discussed. Other areas of focus are personal development and lifelong learning skills.
All the areas are interrelated. Personal development, for example, can involve the development of social skills and creativity; both important for language learning. Lack of social skills will, for instance, interfere with the ability to interact with others and engage in cooperative tasks. Creativity affects use of language and expression. In the same way, learning skills can involve the development of compensation strategies for communicative problems or the development of autonomy and self-reflection skills.

All of these objectives are especially important during the formative years of a child. National education programmes clearly state their importance and language programmes need to comply with the general aims and objectives of the national curriculum.

An example of a national ELL programme’s aims is presented below:

“The main aim of the foreign language lesson is for students to develop positive attitudes towards English and foreign languages in general and acquire a basic Intercultural awareness and intercultural skills as well as general communicative skills so that they will use English in a creative manner to achieve communication in various everyday situations.”

(Cyprus Ministry of Education and Culture, 2010)

The aims of the above ELL programme are reflected in the curriculum guidelines and the syllabus which is described in terms of language, language learning skills and intercultural aspects. Furthermore, performance indicators are specified not only in terms of language skills but also in terms of learning strategy development and intercultural development (Cyprus Ministry of Education and Culture, ibid).

It is, therefore, argued that a careful consideration of what a YL programme entails should make absolutely clear the unsuitability of summative exams. The inability of a summative exam to assess all areas of a YL language programme is a very serious disadvantage. Indeed, the author would dare suggest that assessing a national ELL programme through summative exams would be equal to cheating the society for whom the national curriculum was prepared. That is to say, the curriculum would, in essence, be narrowed down to what could be assessed through a summative test. Consequently, aspects such as attitudes towards language learning or intercultural would not be emphasised during teaching.

**An alternative suggestion to summative exams**

In line with the above arguments, assessment of YL programmes should cater to the well-rounded development of learners, while avoiding high anxiety levels and the development of classrooms which lack enthusiasm and creativity.

The answer might lie in formative, classroom-based assessment which is arguably more suited to YL programmes, where there is no end result in the form of securing a place at a prestigious school or acquiring an important certificate. YL programmes are the beginning of a long process of language learning and expectations should be realistic and relevant to the age of the learners. Formative assessment can, therefore, be the main form of assessment helping children and teachers to improve the learning process, keeping assessment directly linked to what happens in the classroom and promoting self-reflection and self-assessment.
Formative, classroom-based assessment can take many forms: observation, project work, portfolios, conferencing, game-like activities which do not involve pencil or paper, classroom tests, and more. The large variety offers room for manoeuvre and thus teachers can become active agents preparing assessment tasks which cater to their students’ individual needs and to the needs of the specific programme they follow. The variety of assessment tasks allows for assessment of all areas of the curriculum, thus avoiding the need to narrow down to what can only be assessed in an exam. Teachers can assess attitudinal progress based on classroom observation and student conferencing while development in learning strategies can be assessed through group tasks or project work.

Nonetheless, formative assessment is not yet generally accepted as a process which can provide accountability and satisfy stakeholders with proof of successful learning outcomes. Arguments against this lie mainly in the fact that classroom-based assessment is not considered to be objective and standardised. Parents and other stakeholders may also not be able to accept it or understand it, as it is very different to the kind of numerical, norm-referenced assessment they have been used to.

When deciding what is best for YLs and for the education systems aimed at by societies around the world, the answer leans towards formative, classroom-based assessment. When accountability is discussed, it needs to be viewed as accountability towards students, parents and the society in general. Surrendering the curriculum to external exam boards with ready-made tests or narrowing down the curriculum to what can be assessed through summative exams leaves much to be desired.

**A model for assessment of young learner programmes**

An assessment system for YL programmes needs to satisfy a range of characteristics, including:

a) The assessment system should be congruent with the curriculum. This means that the assessment system addresses all the areas of educational focus and not only linguistic targets. As most teachers are naturally influenced by assessment educational goals that are not assessed will most probably not be adequately promoted (Smith, 1991).

b) The assessment tasks employed and the overall attitude towards assessment should be non-threatening. This will allow for the anxiety-free pedagogy promoted for YLs to be fully implemented. Furthermore, YLs tend to be motivated through intrinsic motivation by what goes on during their language lesson. If the lesson is not enjoyable or stressful, there is no reason for them to want to participate (Ioannou-Georgiou, 2011).

c) The assessment tasks and overall assessment system should be child-friendly. Assessment tasks should reflect the cognitive development and particular characteristics of the YL. Moreover, reporting of progress and development should be carried out in ways that are clear and meaningful to YLs (Ioannou-Georgiou and Pavlou, 2003).
d) The assessment system should be criterion-referenced. YLs should see themselves develop according to their own abilities, celebrate their successes and tackle their challenges without having to be compared to others.

e) The assessment system should involve multiple assessments and use a variety of assessment tools. This is essential so as to give learners the chance to show their progress at different points in time, offer opportunities for progress to be discussed and reflected on as well as to see the outcomes of their efforts. This implies that assessment should be formative and happen frequently using a range of tools.

All the above characteristics can be part of a system for formative assessment as well as part of a system which functions external monitoring and accountability. The assessment system, which is shown in the Figure 2 below, proposes portfolio assessment as the main assessment form for YLs.

Portfolio assessment can satisfy all the criteria mentioned above, providing flexibility according to context and particular classes, achieving congruence between classes, learners’ needs and assessment. Portfolios also involve multiple assessments and various assessment tasks. Finally, portfolios focus on the individuals and the progress they can make based on their own abilities (criterion-referenced) and support the development goal-setting and self-assessment.

---

Figure 2 - A model for assessment of YL programmes.
Portfolio assessment can satisfy all the criteria mentioned above. It gives the teachers flexibility to use it according to their context and particular classes, thus allowing them to be consistent between their classes, their learners’ needs and assessment. Portfolios also involve multiple assessments and various assessment tasks. Finally, portfolio focuses on the individuals and the progress they can make based on their own abilities (criterion-referenced) while lending itself to the development of self-reflective processes such as goal-setting and self-assessment.

In order to ensure assessment focuses on curriculum objectives and that YLs are achieving the performance indicators specified, portfolios can be accompanied with guidelines and checklists for teachers, while also making it clear that there is plenty of room for teacher and student initiative.

Furthermore, some form of standardisation can be ensured by monitoring which can take place both through peer moderation between teachers and through moderation by Senior Teachers. External moderation of random sample portfolios can take place by school inspectors and also by parents.

A main requirement for the success of the proposed system is teacher training in assessment literacy and training of inspectors and senior teachers in how to moderate the assessment portfolios. It is also important for parents to be informed about the assessment system and trained in how they can help review their children’s work.

Finally, in terms of monitoring and assessing the educational programme – and not individual students – external summative exams, locally designed to match the curriculum, could be administered to a random sample of students and/or schools at annual intervals. The exam results would be used for assessing the educational programme and results could be fed back to relevant schools for use in terms of feedback and improvement.

Conclusion
This paper discussed the rise of YL programmes around the world and the need for accountability. It went on to analyse different assessment types as regards their suitability to YL programmes. Finally, the author put forward a range of criteria for assessment of YLs and proposed a model of assessment which can be implemented in YL programmes and which is argued to support the development of a learning atmosphere beneficial to learners, while also satisfying stakeholders’ requirements for accountability.
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Reconfiguring assessment to promote productive student learning

David R. Carless

Abstract

This paper focuses on the relationship between testing and student learning. I develop the notion of learning-oriented assessment comprising three elements: appropriate assessment task design; student involvement in assessment through peer- and self-evaluation; and dialogic feedback. I illustrate aspects of these components with examples from schools in Hong Kong. Implications for policy and practice are drawn out and challenges for implementation addressed.

Introduction

The general theme of this paper is to explore how synergies might be developed between summative and formative assessment. In short, formative assessment is to do with eliciting and interpreting evidence, so as to enhance instruction and improve student learning. Formative assessment has been shown to be a highly promising strategy for improving student learning (Black & Wiliam, 1998; Black et al., 2003; Brookhart 2007) yet successful implementation in Confucian-heritage (and other) settings is far from easy in view of the dominance of the summative paradigm (Carless, 2005, 2010; Kennedy et al., 2008). A proposition is that we need contextually-grounded practices which acknowledge the realities of specific socio-cultural settings (Carless, 2011).

A potential way forward is the concept of learning-oriented assessment (Carless, 2007). Learning-oriented assessment is premised on the notion that all assessment should be focused on the development of productive student learning. Three integrated elements of learning-oriented assessment are proposed in Figure 1 below.
Component 1: Assessment task design for productive student learning
Student behaviours are directly influenced by the assessments they are undertaking. Assessment tasks should be designed to stimulate productive learning practices amongst students e.g. develop long-term learning dispositions rather than short-term memorisation of material.

Component 2: Student involvement in peer feedback and self-evaluation
Assessment should involve students actively in engaging with criteria, quality, their own and/or peers’ performance. This process is facilitated by student analysis of exemplars, work of peers, and their own work in progress.

Component 3: Dialogic feedback
Dialogic feedback is defined as interactive exchanges in which interpretations are shared, meanings negotiated and expectations clarified. Through entering into dialogue with peer and teachers, students begin to develop a sense of what quality work entails. Unless students are developing this notion of quality, their ability to make sense of and use the limited and encrypted feedback teachers provide is seriously constrained.

This framework was designed as a tool to cast light on assessment and learning in higher education, although it may also carry implications for other sectors. The remainder of the paper focuses on the school level, drawing on examples and themes in Carless (2011).

Formative use of summative tests
Congruent with learning-oriented assessment is the development of productive relationships between formative and summative assessment. An example is the notion of the ‘formative use of summative tests’ (Black et al., 2003), hereafter FUST, or to put it more precisely, the formative use of a test designed principally for summative purposes. FUST is focused on how test follow-up can be used to develop ongoing student learning capacities.
FUST recognises the realities of teachers and students lives in that they need to engage actively with both summative and formative assessment. FUST is focused on using information from tests to advance student learning, so has the potential to contribute to a positive relationship between summative and formative assessment. This conception can encourage teachers and students to view test data, not just in terms of grades, but also in relation to rectifying student learning difficulties or supporting students to learn from their test performance. As Brookhart (2001) has shown, successful students take advantage of both summative and formative information to improve their learning.

For FUST to be exploited optimally it requires the right kinds of tests: those that are aligned with curriculum aims; those that are instructionally sensitive (Popham, 2008); and those that promote mastery as well as performance (cf. Dweck, 2000).

Selected findings

Two inter-related projects, reported in Carless (2011), used classroom observations and interviews with teachers and students to probe the implementation of FUST in primary school English as a Foreign Language classes.

Interview data enabled us to probe the interplay between teacher perceptions and their classroom practices. Teachers’ potential to develop further the implementation of FUST related to a complex interplay between multiple factors, including: their background, training and experience; beliefs and understandings related to testing and formative assessment; the extent of satisfaction with existing practices; the pedagogic priorities in their own school context; and their lives outside school, which sometimes impacted on their energy and commitment to renew classroom practices.

Interviews with students revealed generally positive orientations towards working with their peers in test preparation and follow-up, except for some cases of conflict between group members. The affective impact of testing on students had powerful impacts on them, and for lower achieving students this could be a major source of discouragement.

Classroom observations revealed a number of test follow-up strategies. The traditional practice of explaining correct answers by ‘going through’ the test paper appeared to have modest impact on students because the grades had already been awarded and there was little incentive to engage with further teacher input or exhortations.

A strategy employed by several of the teachers was the re-teaching of content. Re-teaching could involve either providing input in similar ways to before as a recapitulation, or it could include a more varied approach which used different teaching strategies. It seemed that the latter was the more promising approach because it often involved teacher reflection on why a teaching strategy had not achieved its full aim, and pragmatically it often included more variety than traditional teacher-fronted whole-class instruction.

Follow-up strategies which carried potential for enhancing student learning and affect were focused on students as active participants in test follow-up. In class, peer co-operation was a key strand of this and was exploited in various ways: students co-operating in pairs or small groups to work out answers or develop correction sheets; and students sharing test preparation and test-taking strategies. Two of our case study schools also developed out of class, across age peer
tutoring programs in which older students tutored younger ones with a particular focus on revision and test preparation.

Another potentially useful strategy was engaging students in self-evaluation through written self-reflections on test performance: what they did well, what they were less successful in and how they sought to improve. Whilst there was a limitation that some students wrote relatively trivial comments, such as “Study harder” or “Listen to the teacher”, such processes had potential to show students that a test was not just an end-point but part of ongoing learning.

Underpinning these elements were various contextual and cultural factors pertaining to the Confucian-heritage setting of Hong Kong, including the expected roles of teachers and students; the dominance of examination-oriented education; and collectivist notions encouraging positive relationships with peers.

**Contextually-grounded approaches to formative assessment**

I propose a possible way forward for learning-oriented assessment which involves the development of contextually-grounded approaches (Carless, 2011). This perspective views the implementation of formative assessment through a socio-cultural lens. It proposes that different variations of formative assessment are needed for different settings. Most of what has been written about formative assessment comes from major Anglophone countries (UK, US, Australia and New Zealand); or from Western Europe. I argue that in Confucian-heritage settings, we need different formative assessment strategies from this literature (Carless, 2011). I call this a contextually-grounded approach in that it is grounded in and derived from the interplay between existing indigenised practices and those found in the Anglophone literature.

A contextually-grounded variation of formative assessment is based on four inter-related principles. First, it has a basis in the existing beliefs of teachers and learners, grounded as they are in a particular socio-cultural setting. Second, it uses as a starting-point the existing classroom assessment practices of teachers and seeks ways to build on and enhance these. Third, it takes a realistic and pragmatic view of the extent of formative assessment implementation which is feasible in the selected context under discussion. This is intended to seed starting points for further development of formative assessment practice. Fourth and congruent with the above, it acknowledges the role of high-stakes and other summative assessments in Confucian-heritage settings, cognisant of the major impact these assessments have on students and teachers. From these realities, contextually-grounded formative assessment seeks to find ways in which teachers and students can act together in ways which can advance learning. The emerging starting point can form a basis for continued development towards more extended forms of formative assessment.

It is suggested on the basis of the data from primary schools and the related arguments advanced in chapters 6 and 7 of Carless (2011) that a contextually-grounded version of formative assessment feasible in Confucian-heritage settings might particularly involve two main strands. First, it builds on the strategy of FUST to denote strategies which aim to make test follow-up a rich learning experience for students. Second, it emphasises peer co-operation and peer support through activities, such as peer tutoring which build on the collectivist orientation of Confucian-heritage settings.
Conclusion

Some implications arise. First, a potential strength of FUST is that it can be integrated with other formative assessment strategies, such as peer and self-assessment. Implications for practice are that students need to be supported to work effectively in groups and provided feedback on how to develop their self-evaluation capacities further. Implications for policy are that all assessment (including high-stakes tests) needs to consider carefully its impact on the development of productive student learning dispositions. This carries a further assumption that more communication around assessment is needed, and in particular the further development of assessment literacy of all stakeholders, including ministry officials, policy-makers, teacher educators, parents, teachers and students.
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Bridging learning and assessment through readers’ theatre

Kaseh Abu Bakar

Abstract

This paper describes an ongoing initiative in using Readers’ Theatre (RT) as an assessment activity to reinforce the development of reading and the application of linguistic skills in a foreign language classroom. The author suggests that with a well-developed scoring rubric that takes into account the learning outcomes of the course and the requirements of the performance task, and the implementation of a well-developed washback plan, RT as a performance-based assessment can indeed drive learning and assess learners’ achievement.

1. Readers’ Theatre as a Learning Activity for L2 Reading

Readers’ Theatre (RT) is a form of creative drama in which actors read their lines rather than memorise them. Being a drama, it is a means for linguistic reinforcement in language classrooms (McRae 1985). RT supports L2 reading development as it brings together various forms of reading and their respective advantages. The distinct feature of RT is oral reading, which is important for developing a feeling for the sounds of the target language, encourages students to read in ‘meaningful mouths’ (Rivers 1981), and heightens their sensitivity to the morphological patterns of the language (Larkin 1995). Rather than the mechanical and meaningless reading as students take turns to read aloud in the classroom, RT creates an authentic oral reading task as learners have to produce a comprehensible performance. And before this can happen, they need to comprehend the text by engaging in intensive reading, applying reading strategies and attending to linguistic features as they construct meaning. In preparing for a smooth presentation, RT inevitably provides a legitimate reason for repeated reading, a practice that is proven to lead to significant gains in reading fluency (Rasinski, as cited in Prescott 2003). The collaborative nature of RT as a group assignment lessens dependence on the teacher, helps learners overcome reading anxiety and pushes them to construct meaning collectively, verbalising their comprehension processes as they go along, which is also an advantage to the instructor in checking their comprehension and identifying problems. RT also caters to learner-reader emotions. Being a learner-centred activity, it is engaging
and appealing. It allows individual differences in learning and expression, it quietens their stage fright as they can hide behind the papers, and all these in turn boost their interest and confidence in reading.

2. Developing RT as an Assessment Tool

The fact that RT is a learner-centred performance activity renders it suitable for a performance-based assessment. In designing RT as a performance-based assessment that drives learning, several validity concerns need to be addressed. Apart from the appropriateness and validity of the performance task in relation to the intended outcome, another critical concern is rubric validity, which is essentially, “…the appropriateness and validity of the criteria and descriptors for discrimination in relation to that task” (Wiggins 1998, 164). A valid rubric should specify a clear set of assessment criteria linked to the course learning outcomes and the most important dimensions of performance, and provide authentic and effective descriptors for discriminating between levels of performance (Wiggins 1998). This subsection describes the development of the scoring rubric for RT in a remedial Arabic as a foreign language classroom, which I believe could also be applied with adaptations to ESL and other foreign language contexts.

The Remedial Arabic 1 course is designed for post-graduate students at the Faculty of Islamic Studies, Universiti Kebangsaan Malaysia, who are non-native Arabic speakers and who do not meet a specified standard in an Arabic placement test. The main objective of the course is to guide learners in interacting with contemporary Arabic texts effectively and confidently. In addition, basic morphological and grammatical skills which are considered essential for supporting the development of reading proficiency are also emphasised. The texts which are used in the class are contemporary texts representing various disciplines in Islamic Studies as well as a few texts for pleasurable reading, such as jokes and short stories.

Multiple indicators of achievement are used to assess the students. RT constitutes 15% of the total and directly assesses the students’ effective performance in the oral reading of a contemporary short story. The learning outcomes to be assessed are competence and confidence in interacting with and comprehending contemporary Arabic texts and competency in applying essential morphological and syntactical skills for successful comprehension. The RT task requires i) clear, fluent pronunciation, intonation and other paralinguistic features; ii) accuracy in assigning diacritic sounds to nouns, verbs, and other word classes; and iii) appropriate proxemetics and creativity in performance. The blend of the two sets of requirements results in three assessment criteria for the RT performance: fluency of pronunciation and suitability of intonation; accuracy in morphology and grammar, and creativity and suitability of performance to the context of the story (Figure 1).
Indirectly, these criteria allow us to infer from the scores that students have acquired certain fluency in their pronunciation and intonation of Arabic sounds; that they can accurately apply morphological and syntactical rules to the script; and that students understand the story well enough to provide a creative performance. These requirements and criteria represent the learning processes and outcomes designed to be part of the students’ learning experience. Three levels of performance were further described for each criterion (Table 1).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Scale</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluency of pronunciation and suitability of intonation.</td>
<td>8-10</td>
<td>Pronunciation and intonation are close to those of native Arab speaker. Very clear and easy to follow by audience.</td>
</tr>
<tr>
<td></td>
<td>4-7</td>
<td>Pronunciation and intonation are less close to those of a native Arab speaker, but comprehensible enough for a sympathetic listener. Sometimes not clear, causing slight difficulty for audience to understand the presentation.</td>
</tr>
<tr>
<td></td>
<td>1-3</td>
<td>Pronunciation and intonation not at all close to those of native Arab speaker. Not clear, causing difficulty for audience to follow presentation.</td>
</tr>
<tr>
<td>Reading accuracy from the aspects of morphology and grammar.</td>
<td>8-10</td>
<td>Accurate reading from aspect of morphology and grammar. Very helpful for listeners to understand the story.</td>
</tr>
<tr>
<td></td>
<td>4-7</td>
<td>Reading sometimes does not follow rules of morphology and grammar. Listeners sometimes face difficulty to understand the story.</td>
</tr>
</tbody>
</table>
Table 1 - Assessment Rubric (reproduced with improvements from Kaseh et al 2011).

| Creativity and suitability of performance to the context of the story. | 1-3 | Frequently breaches rules of morphology and grammar. Very difficult for listeners to understand the story. |
| - | 8-10 | Smooth presentation. Body movements and facial mimics very appropriate and helpful for understanding. |
| - | 4-7 | Presentation was sometimes discontinuous. Body movements and facial mimics were not much used, and if used, were not so appropriate or helpful for understanding. |
| - | 1-3 | Presentation was frequently discontinuous. Body movements and facial mimics were not used or not appropriate and not helpful for understanding. |
| Total Marks | 30 | Assessment percentage 15% |

3. Enhancing the Positive Washback of RT

The purpose of introducing RT in this course was to promote learning practices that otherwise would not take place, a notion referred to as washback (Messick, Bailey 1996). Figure 2 summarises the model that was employed to ensure the positive effect of RT as a learning-cum-assessment tool.

In the modeling phase, it is important that the instructor demonstrate an effective interaction with a short story, help learners identify the context, settings, characters, problem, events, climax, solution/ending, vocalise a good oral reading, and whenever possible, demonstrate an RT performance of the story. The next phase shifts the focus on learners. The teacher needs to communicate the rationale of the activity and go through the assessment criteria with the learners. It is essential that learners become aware of the importance of the process and product and the learning values of RT. Next, is the text phase. Assign a pre-selected short story to each group or help it to select a suitable one with sufficient characters and events. In our emphasis on assigning diacritic marks as a demonstration of learners’ application of Arabic morphological skills, we request that learners select a text that does not come with diacritic marks. At this stage, learners familiarise themselves with the story and engage in constructing meaning. These are done through group discussion and facilitated by the instructor. Instructor guidance is often needed to process the cultural nuances and some linguistic features of the text. Learners then move on to adapting the text for RT, assigning roles and parts to group members, and highlighting individual parts.
Phase 1

Modelling
- Interaction with text
- Vocalisation
- Performance

Phase 2

Rationale
- RT as a learning process and product
- Assessment rubric

Text
- Selection
- Interaction: comprehension and familiarisation
- Script: adaptation, assignment of parts, highlighting parts

Rehearse
- Vocalisation of linguistic & paralinguistic features
- Proxemics
- Movements

Assessment
- Self-assessment according to the rubric
- Improvement via self-correction or instructor or other resources

Figure 2 - The approach used in ensuring positive washback of RT.

The rehearsing phase is when learning occurs most, and is therefore the most crucial. This is the stage where learners get the opportunity to learn and practise their vocalisation in particular, together with proxemics and movements. It is useful to allocate some 10 to 15 minutes of each lecture prior to the actual presentation for learners to practise their oral reading. Learners often find it helpful to imitate native Arab pronunciation from U-tube or Arabic television channels. At this stage, the instructor can further help learners to discover and correct their mistakes. Throughout the practice sessions, learners self-assess and improve their performance and progress against the assessment rubric.
4. Other Assessment Issues

Face Validity
Any form of assessment, be it summative or formative, needs continuous evaluation to ensure that the assessment and the intended outcomes are commensurate (Genesee & Upshur 1996). The learners surveyed in the course agreed that RT was an appropriate assessment tool for assessing the learning outcomes of the course, indicating high face validity. In addition, they strongly agreed that RT has improved their pronunciation, fluency of Arabic oral reading, application of morphological and syntactical knowledge, as well as interest and confidence in reading Arabic texts (Kaseh et al 2011).

Would it matter if everyone scores equally well?
Ideally an assessment should discriminate among individuals of different levels of performance. While differences are often observed in all three criteria, especially with regards to fluency and accuracy, a hypothetical question would be: what if everyone scores equally high in one or more of the criteria? Would this indicate that the descriptors are not discriminating enough, and therefore the rubric lacks validity? I would say that if the equally high scores are the result of students practicing their RT according to the rubric, and ensured that they have met the highest targeted achievement, then there really is no reason for alarm as it indicates that positive washback has occurred as desired. However, if the similar high scores result from referee lack of ability to discriminate, then it becomes a valid concern to be addressed.

Enhancing the Rubric Validity
The current rubric was developed on a hypothetical basis and has not been subjected to expert review. At least three tasks need to be done in order to enhance the rubric validity: firstly, the criteria need to be revisited; secondly, the descriptors need to be revisited, based on actual samples of different quality performances (Wiggins 1998), and thirdly, the rubric should be subjected to expert review.

5. Conclusion
RT is a performance-based assessment that can be used to assess and reinforce the learning experience of linguistic and skill-based learning outcomes in foreign language classrooms. The effectiveness of RT as an assessment-cum-learning activity depends on i) developing a rubric that blends task and target criteria that measures the learning outcomes, and using the rubric as the basis for rehearsals and actual performance; and ii) planning and executing the processes that would realise the intended positive washback.
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Worrying for exams or learning to learn lives: An auto/ethnographic approach of assessment through journaling

Kashiraj Pandey

Abstract
As teachers, when we talk about evaluation or assessment in a writing classroom, we need to go beyond simply ranking, assigning grades or completing report cards, to consider something more complex, arbitrary, subjective and contextual. Marks are important as they are part of the route to university and the job market. But exploring students’ reflective journals to understand hidden attributes is also useful to understand what students do not know and where to help them. Realising that it is equally beneficial for teachers to review their accomplishments through students’ reflective journals, we can also improve, redesign, or revise the style of teaching with the students in mind. Hence, this paper examines the relationship between teaching and testing from alternative integrative perspectives to the reflective mode of learning in creative writing. I have tried to clarify a considerable amount of evidence to justify that journaling can improve various aspects of students learning.

Setting the Scene
As teachers, we want our students to demonstrate what they really know. But, how often do we think about what questions we ask and whether our questions have stimulated the learners to produce something of their own? For me, setting questions is a quest to make room for creative and innovative answers, while exams work as powerful instruments to demonstrate learning, for students and myself. I know that some students who have good memories can get good results in dictation but cannot use the word/s in sentences. Many students memorise vocabulary items before a test but they are soon forgotten. The rubric, “a description of specific level of performance within a performance scale (Gullickson 2003, p 231)” represents what I want the learners to learn, where testing is associated with intrinsic and extrinsic values that prepare the learner to work with new ideas. I prefer to give less value to the achievement of high scores when compared to the development of deep understanding of the material/s provided. When our students fail to learn, no matter how strictly we conduct the exam or...
prepare them in the classroom, our focus should lie more in how to motivate them and improve learning.

**Journaling - What is it?**

Journaling in its various forms is a means for recording personal thoughts, daily experiences, and evolving insights (Hiemstra 2001). This reflective process often evokes conversations with self and a real or even an imagined other person making the practitioners able to review or reread the earlier reflections with a progressive clarification of possible insights. Writing provides the students with abundant practice of examples of the subtle and complex uses of grammar and vocabulary of a given language. When I have practised journaling with my students, as a tool in language learning in an undergraduate classroom, I have found great value in the process to improve language skills. But even within this approach which helps to stimulate creativity and understanding, testing as the traditional means of evaluation is still a matter of concern.

**On your marks... Get Set... Go!**

Starting with familiar settings, auto as the self “I” and ethno as the “culture/s around us”, my focus lies in whether we expect to see transformation in only the students, or in both the students and the teacher. Narratives based on reflection/s may not always have concrete evidence, and auto-ethnography, as Creswell (2002) claims is, “a reflective self-examination by an individual set within his or her cultural context” (p 438). Ellis and Bochner (2000) think that the “auto-ethnographical genre of writing and research ... displays multiple layers of consciousness, connecting the personal to the cultural,” (p 739). I am using autoethnography as the methodology, method and genre of the “self” inquiry in my work/s. By nature, being a university teacher, I too always happen to read, write, and interact with students, preparing them to produce an individual portfolio or a journal every semester. Proposed as an ‘insider’s’ methodology (Luitel 2009), I use autoethnography in such a way that my personal and professional experiences become the key basis of an inquiry. Reflective journaling, as a tool towards transformation, helps us to, “reveal what ... writers have learned, examine how writers have learned to express themselves in journals, or find out how journals can help other people to learn,” (Boud 2001, p 10).

**Benefits**

Talking about the reward of reflective writing, “teachers have found that practising diary writing with students may contribute to the learning process as the students are encouraged to continue reflecting on their learning experiences and to try discovering that they might otherwise may not see,” (Van Manen, 1990, p. 73). In our case, it has potential positive outcomes related to the promotion of deep learning with increased awareness and improved thoughtfulness before, during, and after the practice.

The principle challenge is how do we know who is being/has been transformed. Unlike more traditional methods, focused on exams more than ‘learning to learn about lives’, by interacting with my students and analysing the related outcomes (comparing the writings before and at the of the end semester), I have observed differences and ‘transformation’. We (student and teacher) are different from what we were before. Journaling has worked as an enabling factor for me and my students to enhance wider imaginative possibilities. I have come to the realisation that the principal benefits of the approach are creativity, personal growth and development in learning with improved self-confidence.
Teaching (Educating) and Testing

As an educator, I engage in critical reflection when it comes to my own teaching and evaluation practices asking myself such questions as why do I teach or train the way I do; what are my goals for the learners and myself as a professional educator; is critical reflection something that needs to be fostered in the context in which I teach or train; and do we have or need adequate orientation to testing.

For me, the best teaching is critically reflective with constant scrutiny of assumptions about teaching and testing. “Many teachers are so focused on teaching that they do not have time to notice if their students are learning,” (Jesus & Bastidas 1996). I frequently revisit critical questions in my professional practice: therefore, am I really interested in transforming the self, the students and society? Do I only teach or somehow also create a learning environment, and how do the students experience their learning while, “the teacher benefits as well, for the permanent record of writing gives a rich, ongoing picture of students’ development as individuals, thinkers, and writers” (Peyton & Reed 2003, p 107). My testing leads toward preparing to know what the students do not know and to find out where to assist to prepare them for the job market, at least, and let the world do the rest. Therefore, reading their reflections makes me realise where I still could have done/do better. Students too revisit their own status in the same ways. I take it as a great opportunity, a journey to explore ourselves, both as teacher and student. My mental process as a test taker is to consider whether the learning (somehow) resembles the situation that the student has to deal with in real life, and makes the connection between what they know and what they want to say.

Conclusion

Journals as the product of subjective, open-ended, and inquiry based reflection, present a unique challenge for evaluators, as they are linked with a set of standards and control. Journals automatically monitor and improve progress, allowing students to self-regulate their own learning towards the desired goals, and as teachers and evaluators, we can assess students’ understanding to decide what support and practice they need more of as revealed in their reflective journals. This can be done through a range of regular classroom tests and quizzes, checklists, writing narratives, project works and/or case studies. This way, testing needs to link to personalised learning, performance accountability, and workplace requirements to explore how students use the knowledge they have, as today’s students are the successful workforce of the future and reflective practice is evidence of life-long learning. Therefore, believing rote memorisation and the ability to get “correct” answers as hindering factors in the exams, I would propose that evaluating our own and our students’ progress through journaling encourages creativity and reflection (with an automatically conscious flow of mind, just as a good driver does not have to consciously think about the process of changing gears). We need to think about how to train a whole person rather than limiting it to an arbitrary timeframe of three or four hours of closed door testing.
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The development of a student learning outcomes–based accreditation model in institutional and programme accreditation in Taiwan Higher Education

Angela Yung-Chi Hou

Abstract
Student learning is a central concern in higher education and accreditation nowadays. Many institutions, programmes, and accrediting organisations are hearing a similar request about student learning outcomes to provide concrete evidence of student academic achievement in higher education and to report on this evidence in a manner that is readily understandable to the public at large. Hence, the public, higher education community, policy makers, and students increasingly seek to use such information as an integral part of making judgments about the quality of accredited institutions and programmes. The main purpose of the paper is to examine recent Taiwan educational policy trends that emphasise learning outcomes and quality assurance.

Introduction
Today the rapid expansion of higher education institutions throughout the world and their increasingly market-based orientation has led students, parents, higher education, employers and governments to have more interest in the quality of universities and colleges. Universities and colleges are beginning to take on accountability towards schools and societies as enterprises do, and are increasingly presenting institutional effectiveness to the general public. Hence, quality assurance mechanisms and international benchmarking, which emphasise output monitoring and measurements and systems of accountability and auditing, have become more popular worldwide (Marginson, 2007).
How to establish and maintain quality in the more than 160 higher education institutions in Taiwan has become a major concern for all stakeholders. In order to improve quality in Taiwan higher education consistently, the Taiwan government started to develop a quality assurance system in the 1980s resulting in a decentralised system of quality assurance when the Higher Education Evaluation & Accreditation (HEEACT) body was founded in 2005. Nowadays, all universities and colleges are obliged to be assessed by one of the external quality assurance agencies according to the University Law Revised of 2005. In the first cycle of programme accreditation from 2006 to 2010, HEEACT mainly used input and process indicators, such as faculty quality, financial resources, research and professional performance, to assess the quality of higher education institutions.

Today, many institutions, programmes, and accrediting organisations in Taiwan are hearing requests about learning outcomes from a number of sources to provide concrete evidence of student academic achievement in higher education and to report on this evidence in a manner that is readily understandable to the public at large. In order to respond to legitimate public demand, HEEACT started working toward greater emphasis on student learning outcomes in 2011/2012. Many institutions, policy makers and other stakeholders were invited to discuss with HEEACT how evidence of the attainment of learning objectives can be successfully obtained. Therefore, the main purpose of this paper is to examine recent Taiwan educational policy trends that emphasise learning outcomes and quality assurance.

**Development of Learning Outcomes-Based Accreditation**

Over the past decade, increasing pressure to demonstrate accountability of higher education had led to the rise of learning outcomes based assessment in many countries. Hence, a debate over how to gather reliable evidence of the student achievement of these outcomes has been growing. According to Wolff (2009, p.84), the focus had made accreditors shift accreditation standards away from, “the use of key input and resources indicators to gain evidence of effectiveness, especially in relation to student learning outcomes.”

The U.S.A. was one of the first nations to focus on learning outcomes assessment. In the mid-80s, U.S. higher education began a so-called ‘assessment movement’, as Ewell stated, “aimed at gathering systematic evidence on student learning outcomes and a call to provide information that enabled institutions to establish clear statement of intended learning outcomes and make the result public,” (Ewell, 2008, p. 42). In the early 90s, over 90% of institutions had an assessment programme under way. At the same time, U.S. regional accreditors played a very prominent role in outcomes assessment. Programme and career-related accreditors also paid increasing attention to evidence of student academic achievement by requesting programmes to develop assessment systems (Ewell, 2008).

In the early 90s, the UK government began to express its concerns about institutional standards. A discipline-based panel was convened by the Quality Assurance Agency to create “subject benchmark statements”, which describe what can be expected of a graduate in terms of abilities, skills, understanding and competence in the subject. In fact, setting up standards and gathering evidence remained a big challenge for UK institutions. In order to assess learning outcomes concretely, other nations, for example, Australia, Hong Kong, developed National Qualification Frameworks to assist accreditors assess if students had achieved the intended learning goals (Woodhouse, 2010).
Accountability mainly aims at improving the fiscal efficiency of an educational organisation. Assessment, on the other hand, is used to focus to a greater extent on the quality of education. Therefore, student-learning outcomes are assumed to be better indicators of institutional quality or effectiveness based on the newly developed concept of “assessment for accountability” in higher education. Hence, notions of quality in accreditation, defined in terms of input and process standards, has evolved into notions of quality based on institutional mission fulfillment over decades, and they are now moving toward student learning outcomes based assessment (Ewell, 2008).

Assessment for Student Learning Outcomes

Student-learning outcomes generally refer to aggregate statistics on groups of students, such as graduation rates, retention rates, transfer rates, and employment rates for an entering class or a graduating class. They represent institutional performance, rather than what and how students learn. With a broader definition, student learning outcomes now encompass, “a wider range of student attributes and abilities, both cognitive and affective, which are a measure of how their college experiences have supported their development as individuals”, which include acquisition of specific knowledge and skills, values, goals, attitudes, self-concepts, world views, and behaviours (Frye, 2009). To summarise, student learning outcomes can be broadly defined as, “something which happened to an individual student as a result of his or her attendance at a higher education institution and/ or participation in a particular course of study” (Ewell, p.5).

When it comes to student learning assessment, several issues pertaining to content, methodology and evidence are raised. Ewell (2001) proposed 4 dimensions of student learning outcomes assessment that an accrediting agency will adopt in terms of 3 dimensions of choices: prescription of outcomes, unit of analysis and focus of review. An accrediting agency should specify the particular learning outcomes for the accredited programmes and institutions and examine the direct evidence of student achievement to assure the quality of learning outcomes. The characteristics of the four dimensions: programme assessment, academic audit, auditing academic standards, and third party certification, are summarised in Table 1.

Based on the 4 dimensions in Table 1, there are a number of problems: such as what kind of evidence should be considered acceptable by an accrediting agency and how will it be collected by the programme and institution. Evidence should not only be relevant but also verifiable by third party inspection, particularly accrediting agencies. Several types of evidence are usually collected from faculty-designed examinations and assignments, performance on licensing or external examinations, portfolios of student work, student satisfaction surveys, interviews, etc. However, there is no guarantee that they represent directly what students learn in universities and colleges.
Quality Assurance in Taiwan Higher Education

As higher education enrolment has expanded over the past 20 years to the present 1.3 million students, the public’s desire to maintain and increase both “quantity” and “quality” has placed tremendous pressure on the government. In the 1990s, the government began implementing a wide range of comprehensive institutional evaluations with the goal of establishing a non-governmental professional evaluation agency whose purpose was to conduct evaluations of higher education institutions. Until now, three independent evaluation agencies officially chartered by the Ministry of Education have begun to assess three different types of Taiwan higher education institutions: four-year comprehensive colleges and universities, universities of science and technology and technical colleges. A comparison between the three agencies is contained in Table 2 below.

<table>
<thead>
<tr>
<th></th>
<th>HEEACT</th>
<th>TWAEA</th>
<th>NYUST</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Starting year</strong></td>
<td>2006</td>
<td>2004</td>
<td>2002</td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td>Non-profit Foundation</td>
<td>Non-profit Foundation</td>
<td>Higher education institution</td>
</tr>
<tr>
<td><strong>Governance</strong></td>
<td>15 Board members</td>
<td>15 Board members</td>
<td>Research centre (6 staff)</td>
</tr>
<tr>
<td><strong>Funding</strong></td>
<td>Ministry of Education</td>
<td>Ministry of Education</td>
<td>Ministry of Education</td>
</tr>
<tr>
<td><strong>Content of Quality Assurance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nature</strong></td>
<td>Mandatory</td>
<td>Mandatory</td>
<td>Mandatory</td>
</tr>
<tr>
<td><strong>Unit</strong></td>
<td>Programme</td>
<td>Institutional/ programme</td>
<td>Institutional / Programme</td>
</tr>
<tr>
<td><strong>Scope</strong></td>
<td>76 4-year comprehensive</td>
<td>38 Universities of Science and</td>
<td>40 Technical Colleges (including</td>
</tr>
<tr>
<td></td>
<td>colleges and universities</td>
<td>Technology</td>
<td>2 and 5 year junior colleges)</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td>Self-evaluation / peer review</td>
<td>Self-evaluation / peer review</td>
<td>Self-evaluation / peer review</td>
</tr>
<tr>
<td><strong>Standards</strong></td>
<td>5 criteria</td>
<td>5 items in institutional</td>
<td>5 items in institutional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>evaluation and 8 items in</td>
<td>evaluation and 8 items in</td>
</tr>
<tr>
<td></td>
<td></td>
<td>programme evaluation</td>
<td>programme evaluation</td>
</tr>
<tr>
<td><strong>Review cycle</strong></td>
<td>5 years</td>
<td>4 years</td>
<td>4 years</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td>1. Accredited</td>
<td>Rank 1: above 80 points</td>
<td>Rank 1: above 80 points</td>
</tr>
<tr>
<td></td>
<td>2. Accredited conditionally</td>
<td>Rank 2: 70~80</td>
<td>Rank 2: 70~80</td>
</tr>
<tr>
<td></td>
<td>3. Denial</td>
<td>Rank 3: 60~70</td>
<td>Rank 3: 60~70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rank 4: below 60</td>
<td>Rank 4: below 60</td>
</tr>
<tr>
<td><strong>Implications</strong></td>
<td>Governmental Funding / enrolment</td>
<td>Governmental Funding / enrolment</td>
<td>Governmental Funding / enrolment</td>
</tr>
<tr>
<td></td>
<td>approved</td>
<td>approved</td>
<td>approved</td>
</tr>
</tbody>
</table>

Table 2 - Comparison among three quality assurance agencies by background and accreditation status. Source: Author.
The example of HEEACT is indicative. Over 800 reviewers from universities and industries are recommended by 47 Programme Planning Committees formed by the Board to conduct evaluations (HEEACT, 2009b). The accreditation standards developed by the HEEACT are as follows: 1. goals, features, and self-enhancement mechanisms, 2. curriculum design and teaching, 3. learning and student affairs, 4. research and professional performance, 5. performance of graduates. There are three review accreditation outcomes - “accredited”, “conditionally accredited” and “denial”. Those with a status of “conditionally accredited” or “denial” are supposed to be reviewed again one year later to check if all major problems mentioned in the final accreditation report have been solved during the year. A 2-4 page formative and summative report is provided after the assessment with comments based on site visits and the proposed accreditation outcome. In the former one, the strengths and weaknesses of the programme are evaluated against the 5 standards. As to accreditation outcome, a checklist of 5 criteria accompanied with 21 indicators is provided for reviewers. The review panel assesses the performance of the programme on a 6-point scale (6-excellent; 1-not good) based on the items of the checklist. On the bottom of the checklist, the whole panel will suggest the final accredited status based on the evidence provided, send it to the Preliminary Accreditation Review Subcommittee, and then the Accreditation Review Committee which finalises the accredited status. The list of 5 criteria and 21 indicators is as follows (HEEACT, 2008b):

**Item one: Mission, Goals, features, governance, self–improvement system**
1. Faculty and students fully understanding mission and goal of the programme
2. Mission and goal related to the institutional development
3. Operation of self-evaluation mechanism
4. Self-improvement system
5. Operation of various steering committees of the programme.

**Item two: Curriculum design and instruction**
1. Curriculum development and planning
2. Curriculums meeting programme goal and mission
3. Quality and quantity of full-time and part-time faculty and staff satisfying student demands
4. Instruction content following course schedule
5. Faculty development and teaching quality are the centrality of the programme
6. What faculty members teach corresponds to the academic scholarship.

**Item three: Student learning and student Affairs**
1. Teaching resource satisfying student demands
2. Sufficient faculty resources helping students write theses and dissertations.
3. Student support and services in learning and counseling
4. Tutorial time scheduled
5. Students’ opinions being respected and accepted
6. Active interaction between advisors and graduate students.

**Item four: Research output and professional performance**
1. Research output and professional performance of faculty
2. Grants and research projects received by faculty
3. Faculty members providing professional services for the community.

**Item five: Alumni performance**
1. Effective channels to contact with graduates and their employment and career tracking.
The final reports are provided for three major stakeholders, including the institutions for self-improvement, the government for resource allocation and students for school selection (HEEACT, 2009).

To date, four rounds of accreditations have been conducted, and the results of the first three and a half rounds have been released. According to the review outcomes of the past four years, the average rate for ‘accredited’ status is 83.21%, for ‘conditionally accredited’ 14.03%, and for ‘denied’ 2.69%. It is evident that these figures demonstrate that Taiwan institutions are becoming more acquainted with the HEEACT accreditation model, and that they are aiming at self-enhancement, and learning ways to prepare faculty for participation.

The 2011 Institutional Accreditation and 2012 Programmatic Accreditation – Student Learning Outcome based Model

Prior to the establishment of HEEACT, higher education evaluations in Taiwan mainly focused on input and process measures. When HEEACT conducted a programme accreditation exercise in 2006, learning outcomes started to gain increasing attention. In the 2007 Evaluation on Colleges of Science & Technology and Technical Colleges, the item of “student achievement and development” was adopted as one of the standards of programme effectiveness (TWEAA, 2007). Recently, the Ministry of Education announced a new policy that would put greater emphasis on evidence of educational effectiveness and student learning in the upcoming institution and the new cycle of programme accreditations. In order to ensure the levels of the professional knowledge and skills students require in the job market, the Guidelines of “Promoting Student Quality in Postsecondary Education Program” initiated by the MOE in 2009 indicated clearly that all programmes and institutions are required to set a series of core competencies or to hold exit tests for all students (MOE, 2009a). It also stated that all applicants will be reviewed and selected according to a common set of criteria, including teaching quality, student learning effectiveness and curriculum and programme planning. In the dimension of student learning outcomes, applicants are required to provide some evidence pertaining to institutional effectiveness, including freshmen counseling support, core competence development, mechanism for alumni tracks, healthy functions of career planning office, citizenship cultivation, etc. (MOE, 2009b).

Starting in 2011, HEEACT is planning to conduct a comprehensive assessment of over 81 4-year national and private universities and will also continue the second cycle programme accreditation in the following year. There are 5 Items set for the 2011 institutional accreditation:

1. Institutional mission - what was the institutional long-term development plan?
2. Institutional governance and management--how was the organisational management system established?
3. Teaching and learning resources--how were educational resources allocated to enhance teaching quality and assure learning outcomes?
4. Accountability and social responsibility—what do learning outcomes consist of? How are they achieved?
5. Self-enhancement mechanism and quality assurance culture—how do institutions self improve continuously.
In order to help institutions understand the core of student learning outcomes-based accreditation, there are a number of questions for institutional self review and evidence preparation:

1. What are students’ core competences and professional skills and how are they determined?
2. How do institutions and programmes assess students’ core competences and professional skills?
3. How are curriculum and programmes designed to achieve learning goals?
4. How can student learning outcomes be improved if they are not as expected?
5. How are student support and services provided?

In fact, all institutions are encouraged to determine the content of students’ core competences and professional skills according to their own mission and characteristics. Most important of all, institutions are supposed to develop a continuous self-improvement mechanism on campus to assure learning outcomes and quality. They are also advised to make a practical and sustainable policy to achieve goals, rather than simply follow standards, in other words, these goals should be achievable with its educational resources (HEEACT, 2010).

HEEACT has emphasised that the differentiation and diversity of universities is fully respected in the first phase of the implementation of the new outcomes-based model. Most importantly, HEEACT will not make a comparison between universities according to the evaluation outcomes. However, universities are encouraged to select measurable learning outcomes, to develop a variety of assessment tools at the course, programme and institutional levels, and to prove that the learning outcomes are met.

It is evident that the goal of the new ‘OBA’ model applied in the 2011 institutional accreditation is, “to ascertain whether each institution is operating well according to its mission and goals, and to assist the institution to identify itself, to find its strengths and weaknesses, to develop its features, and to engage in self-improvement through each institution’s self-evaluation and onsite visits” (HEEACT, 2010, p. 4).

Several universities have taken actions in the development of student learning outcomes, such as establishing clear statements describing outcomes; collecting and interpreting evidence of student performance; routinely modifying the standards, policies, curricular structure and learning support systems based on the opinions of graduates, employers, and student e-portfolio, etc. Take Soochow University, for example. It successfully designed student attributes and competencies in three domains: general education, social and interpersonal skills and professional knowledge. Then the intended generic and professional competency indicators were embedded into curriculum design, stressing the connectivity of the theory and practice. Finally, three domains of student learning outcomes and competency indicators are built into the customised student e-portfolio system, which helps students realise the quality of their learning outcomes (Ho, 2009). Besides this, several institutions adopted capstone courses at the level of undergraduate education. Taiwan’s universities and colleges are also encouraged to put emphasis on the development of curriculum maps to help learners select core and elective courses into order to cultivate their core and professional competencies.
All in all, in the upcoming 2011 institutional accreditation, 81 institutions have been requested to set up a set of generic attributes and core competencies for graduates and to explain how the intended learning outcomes can be achieved. Most important of all, the institutions have to establish a reliable assessment system in order to provide the relevant evidence for the exercise. In the second cycle of programme accreditation, student learning outcomes will be also expected to be embedded into each standard. Though HEEACT is still facing many big challenges, such as reviewers’ training, communication with programmes and institutions, and faculty participation, it is expected to assist Taiwan’s institutions in enhancing educational quality and developing graduates’ global competitiveness.

**Conclusion**

To conclude, Taiwan’s accrediting agencies are transforming the traditional accreditation model into a new learning outcomes based model, which has led Taiwan’s institutions to develop diversified strategies to achieve the learning goals. According to the meta evaluation of HEEACT’s accreditation, in the first cycle of programme based accreditation, three major goals have been achieved, including understanding the current situation of the overall quality of Taiwan’s universities and colleges; driving universities and colleges to set up an internal self-enhancement mechanism; and assisting them in developing their own features and perusing excellence (Chan, 2010). To a certain extent, the quality assurance system has been moving Taiwan higher education into an ‘era of quality’. The major concern is how to help higher education institutions implement the new approaches successfully on different campuses based on the mutual trust and understanding between HEEACT and institutions. Hopbach (2009) indicated that, “using learning outcomes is not only a challenge for higher education institutions in designing curricula and assessing students but also for quality assurance be it internal or external quality assurance” (p. 24). Therefore, the crucial job is to develop close cooperation between accreditors and institutions; “accreditors must work collaboratively with higher education institutions to develop a common language that can explained the diverse approaches to addressing student learning outcomes.” (Hawkins, 2009, p. 36).
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Speaking test anxiety among Korean university students

Hyun-Ju Kim and H. Douglas Sewell

Abstract

Test anxiety can have a great effect on one’s test performance and results. In few places are the potentially negative consequences of such test anxiety a greater concern than in highly competitive situations where high stakes tests are all too common, as in S Korea. Having observed numerous candidates perform badly in tests due to anxiety, there is a need to understand the magnitude and nature of this issue with relation to the testing of English speaking abilities in the Korean context. In an effort to develop this understanding, two differing speaking test formats, a face-to-face interview format and a group interview format, were utilised. By using such formats we were able to investigate the relationship between such formats and candidate anxiety, as well as examine how the levels of this anxiety affected speaking test performance in and between individual interview and group test formats.

1. Literature Review

Test anxiety is one of the more important variables that affect test scores and has also been considered a predictor of exam performance. Liebert and Morris (1967) argued that test anxiety has the two dimensions of worry and emotionality. Worry is one cognitive dimension of considering the consequence of failure on a test, while emotionality relates to the autonomous nervous system and is seen to be evoked by evaluative stress.

Test anxiety is often measured by the Test Anxiety Inventory (TAI) (Spielberger, 1980). Trait anxiety differs from test anxiety in that the former is a more stable personal characteristic whereas the latter is more situation-specific. Thus levels of test anxiety can appear differently depending on contexts with respect to worry and/or emotionality.

Test anxiety only appears during the state of the test due to the fear of evaluation. Sarason and Sarason (1990) stated that more than 25% of American students performed worse, due to test anxiety, than their real ability. Other researchers such as Alpert & Haber (1960) and Tobias (1985) have however argued that facilitative anxiety might also work to improve performance.
2. Methods

2.1 Research Overview
The goal of this research project was to investigate test anxiety in Korean university level students in the two conditions of an individual interview speaking test and a group speaking test. In doing so, this research aimed to better understand the effect of speaking test format with respect to subjects’ test anxiety and test performance.

2.2 Subjects
Subjects for this research were 47 university level students studying at a 4-year university outside Seoul. Subjects ranged from first to fourth year undergraduates and from a variety of majors. The gender ratio was approximately 40/60 for male/female with ages generally ranging from 20 to 27 years old.

All subjects were enrolled in optional English conversation courses led by one of the researchers on this project. As these classes were not level tested, subjects’ levels were quite varied, ranging from high beginner to low advanced. All subjects were informed that participation was purely optional. Of over 50 subjects available for research, one chose not to opt in while a number of others were not able to participate due to timetable scheduling issues. During the speaking tests, one of the researchers in this study both conducted the speaking tests and rated subjects performance at the same time, while the other researcher observed the speaking tests.

2.3 Test Formats
As noted above, two speaking test formats were considered in this research. The first format was a one-on-one interview format lasting 9 - 9.5 minutes. This test included a two way conversation with the examiner as well as preparation and speaking time for a short monologue by the candidate. The second test format was a group speaking test in which 3-4 subjects were given a list of themed conversation questions to prompt discussion. As most students of English in Korea have previously experienced one-on-one speaking tests, and similar themed group conversation topics, subjects were thus felt to have had approximately equal overall exposure to both formats used in this research.

Both speaking tests were marked using the same specially developed rubric. This rubric contained nine levels, corresponding to low beginner through high advanced, and measured linguistic output in terms of four categories: fluency, language use, grammar, and pronunciation. This rubric provided at least a reasonable measure of the language produced in each of the test formats.

2.4 Research Instruments
Three survey instruments were used in this research, with the first two given before either of the speaking tests and the third after the second speaking test. The first instrument given was the Foreign Language Classroom Anxiety Scale (FLCAS) (Horwitz 1986) (Appendix A). The FLCAS was translated into Korean by a professional translator and then reviewed by a second native Korean speaker familiar with the field of English education in Korea. Trialling resulted in minor alterations to the Korean translation before the final version was administered. The second survey instrument was a modified version of the State-Trait Anxiety Index (Speilberger 1983 in Baker 2011) (Appendix B). As with the FLCAS, the instrument was translated, trialled and edited before the final version was used.
The final survey instrument was a six-item questionnaire written specifically for this research project (Appendix C). It was observed that the more anxious subjects appeared, the more they felt they did not perform to what seemed to be their real ability. Based on these observations, questions 1 and 3 of this survey asked subjects to rate on a seven point scale how well they felt they performed on the group and individual speaking tests compared to their overall perception of their actual English ability. Questions 2 and 4 then asked subjects to give reasons for their answers to the respective previous question. Using another seven point scale, question 5 asked subjects to indicate which of the two tests they found to be more difficult. Question 6 then asked subjects to give reasons for their previous answer.

2.5 Data Analysis
Quantitative data from all three survey instruments was entered into SPSS (Ver. 18) for data analysis while qualitative results from the final survey questions 2, 4 and 6 were translated into English with salient comments noted for further consideration. The video recordings of the individual and group interviews were viewed with notes of interesting points taken and video excerpts produced as needed.

3. Findings and Discussion
3.1 Speaking Performance Between the Two Formats
The first aspect of the data to be considered was an examination of the means and standard deviations of the results of the two speaking tests. These are presented in Table 1 below.

<table>
<thead>
<tr>
<th>Rating Criteria</th>
<th>Interview Formats</th>
<th>Number</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluency</td>
<td>Individual</td>
<td>47</td>
<td>5.53</td>
<td>1.248</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>47</td>
<td>6.12</td>
<td>.991</td>
</tr>
<tr>
<td>Language Use</td>
<td>Individual</td>
<td>47</td>
<td>5.89</td>
<td>1.107</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>47</td>
<td>6.17</td>
<td>.985</td>
</tr>
<tr>
<td>Grammar</td>
<td>Individual</td>
<td>47</td>
<td>5.72</td>
<td>1.117</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>47</td>
<td>6.04</td>
<td>1.041</td>
</tr>
<tr>
<td>Pronunciation</td>
<td>Individual</td>
<td>46</td>
<td>5.82</td>
<td>1.216</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>46</td>
<td>6.26</td>
<td>1.042</td>
</tr>
<tr>
<td>Composite</td>
<td>Individual</td>
<td>47</td>
<td>5.69</td>
<td>1.086</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>47</td>
<td>6.01</td>
<td>.975</td>
</tr>
</tbody>
</table>

Table 1 - Mean and Standard Deviation of the Two Interview Formats.

As highlighted in Table 2 below, the correlation coefficient between composite scores of the two interviews was .809 (P=.000). This indicates that the means of the two test formats are generally correlated. In order to compare the mean difference between the two different interview formats, a paired sample t-test was employed. The results of the t-test are presented in Table 3. Statistically these results indicate that across all the rating criteria, there was a significant difference in test-takers' speaking performance between the two interview formats, with the test scores of the four analytic rating criteria and composite score in the group format higher than in the individual interviews.
Table 2 - Paired Correlation Coefficient.

<table>
<thead>
<tr>
<th></th>
<th>Number</th>
<th>Correlation Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_Fluency-G_Fluency</td>
<td>47</td>
<td>.646</td>
<td>.000</td>
</tr>
<tr>
<td>I_LU-G_LU</td>
<td>47</td>
<td>.674</td>
<td>.000</td>
</tr>
<tr>
<td>I_Gram-G_Gram</td>
<td>47</td>
<td>.739</td>
<td>.000</td>
</tr>
<tr>
<td>I_Pron-G_Pron</td>
<td>47</td>
<td>.720</td>
<td>.000</td>
</tr>
<tr>
<td>I_Comp-G_Comp</td>
<td>47</td>
<td>.809</td>
<td>.000</td>
</tr>
</tbody>
</table>

Note: I = individual interviews; G = group interview; LU = language use; Gram = grammar; Pron = pronunciation; Comp = composite scores

Table 3 - Paired T-test Between the Two Interview Formats.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_Fluency-G_Fluency</td>
<td>-.59</td>
<td>.970</td>
<td>-4.209</td>
<td>46</td>
<td>.000</td>
</tr>
<tr>
<td>I_LU-G_LU</td>
<td>-.27</td>
<td>.852</td>
<td>-2.225</td>
<td>46</td>
<td>.031</td>
</tr>
<tr>
<td>I_Gram-G_Gram</td>
<td>-.31</td>
<td>.783</td>
<td>-2.794</td>
<td>46</td>
<td>.008</td>
</tr>
<tr>
<td>I_Pron-G_Pron</td>
<td>-.43</td>
<td>.860</td>
<td>-3.428</td>
<td>45</td>
<td>.001</td>
</tr>
<tr>
<td>I_Comp-G_Comp</td>
<td>-.31</td>
<td>.646</td>
<td>-3.386</td>
<td>46</td>
<td>.001</td>
</tr>
</tbody>
</table>

Table 4 - Foreign Language Anxiety.

3.2 Foreign Language Anxiety and Test Anxiety

Subjects’ foreign language anxiety and test anxiety were measured by translated versions of the Foreign Language Classroom Anxiety Scale (Horwitz, 1986) and the State-Trait Anxiety Index (Speilberger, 1983). Through factor analysis as shown in Table 4 below, it was found that subjects’ foreign language anxiety could be categorised into the four factors of general uneasiness, impatience, awareness of others, and fear of teachers, though not with a strong overall result. Test anxiety was in the same way found to be able to be categorised into the three factors of; discontent, worry, and tension. Again these results were not strong overall, although items 8 (‘I feel unsatisfied with this test’; m=4.63) and 11 (‘I feel unconfident with myself for this test’; m=4.30) did show interesting results and suggested that subjects’ self-confidence on the test was on the low side. These results lead to the second research question focussing on the nature of the relationship between test anxiety and speaking performance in this research.

<table>
<thead>
<tr>
<th>Foreign Language Anxiety</th>
<th>Items</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Uneasiness</td>
<td>1, 10, 16, 17, 19, 21, 30</td>
<td>2.42</td>
<td>.707</td>
</tr>
<tr>
<td>Impatience</td>
<td>3, 12, 20, 26, 27</td>
<td>2.80</td>
<td>.985</td>
</tr>
<tr>
<td>Awareness of others</td>
<td>9, 24, 31, 33</td>
<td>2.97</td>
<td>.561</td>
</tr>
<tr>
<td>Fear of teachers</td>
<td>4, 15, 29</td>
<td>2.64</td>
<td>.864</td>
</tr>
</tbody>
</table>
### Test Anxiety

<table>
<thead>
<tr>
<th>Items</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discontent</td>
<td>3.29</td>
<td>.191</td>
</tr>
<tr>
<td>Impatience</td>
<td>3.72</td>
<td>1.42</td>
</tr>
<tr>
<td>Awareness of others</td>
<td>3.47</td>
<td>1.532</td>
</tr>
</tbody>
</table>

**Table 5 - Test Anxiety.**

#### 3.3 Test Anxiety and Speaking Performance

As seen in Table 6 below, when considering speaking performances within the individual and group speaking tests with respect to test anxiety levels, no significant difference within the formats was found. This result implies that test anxiety levels in different speaking test formats do not affect subjects' speaking performance significantly. Therefore, the assumption that anxiety would inhibit production of a second language was not statistically supported. Although many researchers have suggested the possibility that foreign language anxiety and test anxiety interfere with language learning and language performance, surprisingly those who had higher levels of test anxiety in this research received scores similar to those who had lower levels.

<table>
<thead>
<tr>
<th></th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Interview</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluency</td>
<td>.298</td>
<td>2</td>
<td>.149</td>
<td>.090</td>
<td>.914</td>
</tr>
<tr>
<td></td>
<td>71.115</td>
<td>43</td>
<td>1.654</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language Use</td>
<td>1.544</td>
<td>2</td>
<td>.772</td>
<td>.604</td>
<td>.551</td>
</tr>
<tr>
<td></td>
<td>54.913</td>
<td>43</td>
<td>1.277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grammar</td>
<td>.705</td>
<td>2</td>
<td>.353</td>
<td>.268</td>
<td>.766</td>
</tr>
<tr>
<td></td>
<td>56.621</td>
<td>43</td>
<td>1.317</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pronunciation</td>
<td>.880</td>
<td>2</td>
<td>.440</td>
<td>.291</td>
<td>.749</td>
</tr>
<tr>
<td></td>
<td>65.055</td>
<td>43</td>
<td>1.513</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composite</td>
<td>.656</td>
<td>2</td>
<td>.328</td>
<td>.263</td>
<td>.770</td>
</tr>
<tr>
<td></td>
<td>53.583</td>
<td>43</td>
<td>1.246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group Interview</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluency</td>
<td>3.016</td>
<td>2</td>
<td>1.508</td>
<td>1.565</td>
<td>.221</td>
</tr>
<tr>
<td></td>
<td>41.441</td>
<td>43</td>
<td>.964</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language Use</td>
<td>2.630</td>
<td>2</td>
<td>1.315</td>
<td>1.347</td>
<td>.271</td>
</tr>
<tr>
<td></td>
<td>41.979</td>
<td>43</td>
<td>.976</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grammar</td>
<td>2.306</td>
<td>2</td>
<td>1.153</td>
<td>1.062</td>
<td>.355</td>
</tr>
<tr>
<td></td>
<td>46.672</td>
<td>43</td>
<td>1.085</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pronunciation</td>
<td>.702</td>
<td>2</td>
<td>.351</td>
<td>.310</td>
<td>.735</td>
</tr>
<tr>
<td></td>
<td>47.609</td>
<td>43</td>
<td>1.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composite</td>
<td>1.759</td>
<td>2</td>
<td>.880</td>
<td>.906</td>
<td>.412</td>
</tr>
<tr>
<td></td>
<td>41.741</td>
<td>43</td>
<td>.971</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6. - One-Way Analysis of Variance Summary for Speaking Performances.**
However, the results of subjects’ perceptions of test anxiety of the two different test formats showed that there was a relationship between test anxiety and test formats, and that relationship was related to different levels of test performance. Table 7 below shows that there were significant differences in subjects’ perceptions of the level of test anxiety between the two different interview formats. This indicates that subjects showed higher anxiety during the individual interview test compared to the group test and perceived that they performed closer to their real language ability in the group speaking test compared to the individual interview test.

Table 7 - Paired T-test of Subject Perception Between the Two Interview Formats.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1_C3</td>
<td>-.54</td>
<td>.780</td>
<td>-4.723</td>
<td>45</td>
<td>.000</td>
</tr>
</tbody>
</table>

Highly illustrative of these results are the answers to the open-ended questions on the last survey instrument. These results, translated and presented below, highlight the relationship between test format and anxiety, with subjects suggesting that they felt more comfortable in the group speaking test compared to the individual interview test.

“I was very nervous, but I guess I performed my language ability well. Thanks to other group members, I could reduce my nervousness.”

“I felt more comfortable in the group test because I was being with other students.”

“I was too nervous to show my speaking ability well. Being only with the professor (interviewer) made me very nervous.”

Subjects also suggested that they performed better in the group speaking test since they felt less test anxiety than in the individual interview test.

“Individual interview was more difficult since I had to keep talking.”

“It was very difficult to perform my speaking ability in the individual interview test while looking at the professor who was judging my English ability. Group test was more comfortable so I think I performed better in it.”

“I felt like the speaking errors were more easily shown in an individual test, so I guess I performed better in group tests.”

“Group test was better for me since I could get some help from the other students during the test.”

4. Conclusion

The results of this research give significant insights into Korean test-takers with respect to speaking test formats, test anxiety within these formats and their performance, both statistically and perceptually, across these formats. The results support some findings from previous research on test anxiety, but limitations in this research, including the need for a larger sample size, warrant caution in the generalisation of these findings and suggest that further research is necessary.
With such limitations addressed, it may be possible to clarify the ways in which different levels of test anxiety across different speaking test formats effects test performance.

Overall, however, this research cautiously suggests that group speaking tests rather than individual face-to-face interview tests may be more suitable in some speaking test situations, such as in university conversation practice classes in the Korean context, as such group speaking tests may allow subjects to demonstrate their actual speaking ability more fully.
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Appendix A - Survey 1a - English Version

Language Test Format Research - Survey 1a
Please indicate the extent you agree or disagree with each statement by circling the number which best expresses your feelings for each statement. When considering your answers, please think of yourself in general, not in relation to any specific class you have ever taken.

<table>
<thead>
<tr>
<th>Statement</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  I never feel quite sure of myself when I am speaking in my foreign language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2  I don’t worry about making mistakes in language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3  I tremble when I know that I’m going to be called on in language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4  It frightens me when I don’t understand what the teacher is saying in the foreign language.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5  It wouldn’t bother me at all to take more foreign language classes.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6  During language class, I find myself thinking about things that have nothing to do with the course.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>7  I keep thinking that the other students are better at languages than I am.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>8  I am usually at ease during tests in my language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>9  I start to panic when I have to speak without preparation in language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>10 I worry about the consequences of failing my foreign language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>11 I don’t understand why some people get so upset over foreign language classes.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>12 In language class, I can get so nervous I forget things I know.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>13 It embarrasses me to volunteer answers in my language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>14 I would not be nervous speaking the foreign language with native speakers.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>15 I get upset when I don’t understand what the teacher is correcting.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>16 Even if I am well prepared for language class, I feel anxious about it.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>17 I often feel like not going to my language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>I feel confident when I speak in foreign language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>---</td>
<td>--------------------------------------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>18</td>
<td>I am afraid that my language teacher is ready to correct every mistake I make.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>I can feel my heart pounding when I’m going to be called on in language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>The more I study for a language test, the more confused I get.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>I don’t feel pressure to prepare very well for language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>I always feel that the other students speak the foreign language better than I do.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>I feel very self-conscious about speaking the foreign language in front of other students.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>Language class moves so quickly I worry about getting left behind.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>I feel more tense and nervous in language class than in my other classes.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>I get nervous and confused when I am speaking in my language class.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>27</td>
<td>When I’m on my way to language class, I feel very sure and relaxed.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>28</td>
<td>I get nervous when I don’t understand every word the language teacher says.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>29</td>
<td>I feel overwhelmed by the number of rules you have to learn to speak a foreign language.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>I am afraid that the other students will laugh at me when I speak the foreign language.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>31</td>
<td>I would probably feel comfortable around native speakers of the foreign language.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>32</td>
<td>I get nervous when the language teacher asks questions which I haven’t prepared in advance.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
## Appendix B - Survey 1b - English Version

### Language Test Format Research - Survey 1b

Please indicate the extent you agree or disagree with each statement by circling the number which best expresses your feelings for each statement.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Almost never</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Almost always</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: I feel pleasant</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>2: I feel nervous and restless</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>3: I feel satisfied with myself</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>4: I wish I could be as happy as others seem to be</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>5: I feel rested</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>6: I am 'calm, cool and collected'</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>7: I feel that difficulties are piling up so that I cannot overcome them</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>8: I worry too much over something that doesn’t really matter</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>9: I am happy</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>10: I have disturbing thoughts</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>11: I lack self-confidence</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>12: I feel secure</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>13: I make decisions easily</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>14: I feel inadequate</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>15: I am content</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
<tr>
<td>16: Unimportant thoughts run through my mind and bother me</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
<td>Almost always</td>
</tr>
</tbody>
</table>
Appendix C - Survey 2 - English Version
Language Test Format Research - Survey 2

1. Please circle the statement which best describes your feelings after the GROUP speaking test.

On the GROUP test, I feel I performed:

<table>
<thead>
<tr>
<th>far above my true ability</th>
<th>somewhat above my true ability</th>
<th>a bit above my true ability</th>
<th>at my true ability</th>
<th>a bit below my true ability</th>
<th>somewhat below my true ability</th>
<th>far below my true ability</th>
</tr>
</thead>
</table>

2. If you performed above or below what you felt was your true ability, please explain why you felt you performed above/below your true ability? You may write in Korea.


3. Please circle the statement which best describes your feelings after the INDIVIDUAL speaking test.

On the INDIVIDUAL test, I feel I performed:

<table>
<thead>
<tr>
<th>far above my true ability</th>
<th>somewhat above my true ability</th>
<th>a bit above my true ability</th>
<th>at my true ability</th>
<th>a bit below my true ability</th>
<th>somewhat below my true ability</th>
<th>far below my true ability</th>
</tr>
</thead>
</table>

4. If you performed above or below what you felt was your true ability, please explain why you felt you performed above/below your true ability? You may write in Korea.


5. Please make a circle around the statement which you feel best describes which test felt harder overall, the GROUP test or the INDIVIDUAL test?

| The GROUP test was much harder | The GROUP test was somewhat harder | The GROUP test was a bit harder | Both tests were about equally hard | The individual test was a bit harder | The individual test was somewhat harder | The individual test was much harder |

6. Please let me know why you felt one test was harder than the other. You may write in Korean.

_______________________________________________________________

_______________________________________________________________
THE TEACHERS’ PERSPECTIVE
Learning from the experts: A comparative study between expert and novice teachers in assessing ESL writing

Clarence Jerry, Moses Samuel and Jariah Mohd. Jan

Abstract

Writing is a productive skill that is highly prioritised in English as a Second Language (ESL) classrooms. Teachers are expected not only to teach the skill well but at the same time should possess essential competence in assessing it. This case study investigates the ESL teachers’ practices in assessing students’ written work. Interviews were conducted to gather their views. The findings revealed that expert teachers engaged in multiple reviewing activities focus more on meaning-related concern of an essay. Novice teachers, however, emphasised students’ language errors. These findings provided insights on the need to assist novice teachers in improving their assessment practices.

Introduction

Teachers’ written feedback is an essential aspect in any English language writing course. In studies that have examined it, feedback is also associated clearly with writing improvement, especially for older students, and students appreciate it (Ferris, 1997). According to Graves (1983), teacher feedback and the opportunity to revise written work based on this feedback are key to students’ development as writers. The way a teacher provides feedback will have direct impact on whether students become successful or unsuccessful writers. Apart from that, novice writers need guidance to evaluate, modify, or restructure their ideas and to add and delete content to improve their writing (Condon, 2009; Keppner, 1991; Olson & Raffeld, 1987).
Studies done on writing suggest that feedback plays a central role in increasing the learner’s achievement. The more information learners have about their writing, the better they understand how to improve performance (Cardelle & Corno, 1981). Learners of writing need feedback, not only to monitor their own progress, but also to take others’ views and adapt a message accordingly (Flower, 1979). An additional effect of corrective feedback may be the enhancement of learners’ metalinguistic awareness (Swain, 1995), an important step in their appropriation of the written system. According to Nelson and Schunn (2009), although providing feedback is commonly practised in education, there is no general agreement regarding what type of feedback is most helpful and why it is helpful. In addition, there is little research which has focused on the comparison between the expert and novice teachers’ practices in assessing students’ written work and how the expert teachers’ way of assessing differs from those of novice teachers.

The Study
This study aims to investigate the differences between expert and novice teachers in assessing students’ written work.

Methodology
A qualitative case study research design was employed. Based on purposive sampling, there were eight participants (four experts and four novices) in this study. The expert raters were experienced teachers with more than 10 years of teaching experience while the novice raters had less than 3 years of teaching experience. The data collection procedures involved interviews. The raters or teachers were requested to give their views after marking two given essays. Their views were video recorded. The interview sessions were transcribed verbatim and analysed by identifying emerging themes and categories of issues. The coded data were cross-checked with the participants to enhance reliability.

Results and Discussions
Expert Raters
(i) ER 1
ER1 employed two widely-used knowledge states in assessing both sample essays - the choice of expressions and words. In the exchange below, ER 1 provided the following related information:

Example 1
...a B (essay) to me would mean that the command of the language is there but the “sophistication” of it is not there. So sophistication...I would put it as complex structures and vocabulary that is precise.

(ER1/VP/Transcript/13.6.07)

As an expert rater, ER 1 was very thorough in his assessment. His first main priority was to get an overall glimpse of what the writing was all about.

Example 2
Normally, if you give me some essays to look at, let say three...I’ll read ...definitely the first paragraph first. That’s the first thing I will do. I don’t need to read the rest of the paragraphs...I just need to read one. So, when I read it, basically...what I’m looking for...like I said earlier...the ability of the candidate to communicate to me....

(ER1/VP/Transcript/13.6.07)
(ii) ER 2
ER 2 stressed the choice of expression in both essays. During the interview, when asked to comment on how she would usually assess her students’ writing, ER 2 divided her comments into three categories: structure, content and language. This can be seen from the interview with ER 2 in Example 3.

Example 3
Actually, when I mark an essay, I will look at the criteria. Generally I will look at three perspectives. One is structure, the other one is content and the other one is the language itself.

ER2/Interview/Comments/14.6.07

As for organisation, she would be looking at the main points (topic sentences) and how they develop into paragraphs, which would give her an impression of the student’s competence, as clearly shown in Example 4:

Example 4
I will be looking at organisation, the details...how good the details...how good are the details. Okay, so we are looking at main point...elaboration...the organisation of ideas itself. How mature the students are...and so on.

ER2/Interview/Comments/14.6.07

(iii) ER 3
ER 3 did not really go into details on how he would assess students’ writing. Obviously, what he generally did was skim through the writing to determine what it was all about before awarding marks based on holistic grading. He also focused his assessment based on the students’ command of grammar, sentence structure and vocabulary, as illustrated in Example 5:

Example 5
Generally in marking an essay question, I will first skim through the essay because I don't want to find myself penalising the kids...the students for the grammatical (errors), the vocabulary and the error...the semantics...so what I'll do is I'll quickly read through to see whether I understand what the candidate is writing about and where I would put them in the grade... I would then read the essay and see whether I can give the student a better grade from the general grade by looking at the grammar, sentence structure and err...vocab.

ER3/Interview/Comments/14.6.06

(iv) ER 4
ER 4 produced many more comments as compared to the other expert raters. When given the task of assessing writing, ER 4 showed that he placed his priority on meaning and language. This is pretty obvious from his interview response in Example 6 when asked on how he would mark a piece of writing.

Example 6
...I'm actually looking at basically at two things. The first is I'm looking at for the ability to communicate their ideas to us...the second is command of the language. What do I actually look for when I say the ability to communicate...I'm actually looking at whether or not they can convey their ideas to me in English. Number two...when I read it, do I have to translate it from another language, is there a need to paraphrase the thing or I can say that it's not something I would recognise but I would need to do a bit of work. So, I'm looking for what I would call...I'll use the phrase as in it comes clearly to me without any element
of doubt. I do not want to see things that I need to infer or make a decision.

ER3/Interview/Comments/14.6.06

Overall, ER 4 showed concern for language use, content, and development of the essays.

**Novice Raters**

(i) NR 1

NR 1 would skim through each piece of writing given to him and decide if it was a good piece of writing. After skimming through, he would scan through the paragraphs for clarity of ideas and identify errors. Though he would try to identify all the errors in that particular piece of writing, the focus was more on the meaning (Example 7). He used this approach to decide if errors committed had impeded meaning in any way. Overall, he would focus on the clarity of ideas (meaning) first, then proceed to aspects of grammar and spelling errors.

**Example 7**

Normally I would just read through once and get the tips but sometimes err, if it’s a good piece of writing, meaning err…. Good in the sense of I can understand everything the writer is trying to say without really struggling.

Then I would go paragraph by paragraph err… because I know I can… I can get the meanings straight away without having to read so many times. So… I will read (a) paragraph, get the whole meaning of the-that paragraph, and I will identify whether there’s grammar error(s) or spelling errors…

NR1/Interview/Comments/15.6.06

(ii) NR 2

NR 2 provided comments mostly on sentence level errors. She underlined and wrote comments below the text, circled, crossed out, and used codes such as N for noun and T for tense, to indicate the category of the errors. Apart from that, she placed emphasis on the meaning aspect for every paragraph. In the exchange below, NR 2 provided the following information:

**Example 8**

Basically, when I mark students’ writing I would first mark all the errors. At the same time I will try to see if the errors impede meaning. By identifying all the possible errors, it would help me decide if the essay conveys the appropriate meaning.

NR2/Interview/Comments/15.6.06

(iii) NR 3

NR 3 would skim through the essays for general understanding. After that, she would scan through the paragraphs for errors during the verbal protocol analysis. She would cross out or underline errors, and put ^ marks indicating that some words needed to be added to make the sentence correct. This was also indicated in her interview response when asked how she would mark an essay as given in Example 9.

**Example 9**

When I get a pile of paper to mark, normally, I’ll choose the best students…I like to read the good ones first. When I get to the paper, what I’ll do is I’ll read the paper from beginning to the end first…then after that…I go from paragraph to paragraph. I’ll look for whatever errors, whatever points I need to…whatever marks I need to give.

NR3/Interview/Comments/25.4.07
(iv) NR 4
NR 4 seemed to be very confident in assessing the two pieces of writing during the VPA. He skimmed through the first and last paragraph first to get an overall idea of what the essay was all about. He used an holistic approach of assessment to determine students’ writing proficiency level as illustrated in the discourse as in Example 10:

**Example 10**
Usually what I will do before I mark a test paper especially in writing is that I will read first paragraph and I will read the last paragraph. Because generally I think that if you read the first paragraph and the last paragraph, you get the whole idea of the direction of the story first and ah...secondly, by doing so...you are able to give a holistic view on student's level of the English language and more or less set the benchmark in my mind as to how good this student will be and how good I hope he will be actually.

NR4/Interview/Comments/15.6.06

NR 4 also scanned through the writing to look for a storyline which would show how effectively students had developed the ideas presented in the paragraphs.

**Example 11**
... I would scan the whole story as I go along and ah...what I look for is storyline. I think it is very important that students are able to develop their ideas.

NR4/Interview/Comments/15.6.06

From the qualitative data, it can be noted that the novice raters in this study seemed to be grammar focused and they identified most of the surface errors prior to making any decision on the content. On the other hand, the expert raters were more oriented toward content and meaning-focused assessment. Specifically, the expert raters tended to conceptualise assessing activity as a macro-strategy similar to the findings by Eckes (2008), who discovers that expert raters tend to have enough knowledge to articulate their reviewing process of a written work. The expert raters did not overlook grammatical errors but they seemed to focus on errors that inhibited communication. On the other hand, novice raters may focus more on surface-level errors because they are the easiest to detect and respond to. However, comments on content require a higher degree of judgement and most likely take more time and so they were attended to less frequently or in less detail. Leki (1991), in fact, speculates that because errors in grammar and mechanics are more concrete than meaning-related problems, they are relatively easier to correct.

The findings also indicate that expert raters engaged in multiple reviewing activities during assessment of writing, including many revisions that were not concerned with simple matters of surface accuracy. Cumming, Kantor and Powers (2002) support this by revealing in their study that ESL and EFL expert raters attended more extensively to language, rhetoric and ideas as a whole rather than focusing on a specific element as in the case of novice raters. This pattern seemed to be directly attributable to the kind of assessing experience which the expert raters seemed to have accumulated over their years of classroom practice and marking public examination papers.
Implications and Recommendations

Based on the study, it can be concluded that ELT teachers need to focus on meaning-related concerns in a piece of written work, in other words the content of an essay, before focusing on sentence-level language errors. Teachers need to respond to content and organisation before attending to grammatical errors. This will avoid premature editing and making revisions to a text at a surface level instead of at global level. At the same time, the close focus on features of language use which accompanies the discussion of learner performances serves a valuable professional development function. In order to encourage students to develop their own voices (in writing), teachers need to play their role by regularly making conscious choices during the assessing and giving feedback process. In planning professional development activities for teachers, teacher educators may find the model of the expert rater formulated in this study useful in making the right choice of training strategy. Students do not grow as writers, and teachers do not grow as instructors, in the absence of high-quality feedback. As with students, teachers need opportunities for collaborative assisted professional development in order to improve their practice.

Conclusion

This study has highlighted the differences in how expert raters and novice raters assess writing. Understanding the deep structures of knowledge, or schemata, allows the expert to see large and meaningful patterns in problem-solving. Emphasis is given by the expert raters to choice of expression and clarity in students’ writing. It can be concluded that novice teachers need to prioritise their comments to focus on meaning-related issues (the content of an essay) before focusing on sentence-level language errors. Ultimately, the findings from this study could help institutions to plan a structured programme of training for novice teachers.
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Classroom observation and teacher assessment: ‘8 Photographs’

John Hankinson

Abstract

This paper deals with experimental work carried out in three countries in the Gulf region, (Saudi Arabia, Bahrain and Qatar) between 2006 and 2011. The experiment drew neither on previously published research nor did it attempt to have specific significance for research purposes. The focus in each case was the observation of teachers in their classrooms, and the possibility of their developing self-assessment skills and reflective practices when reviewing their own teaching. A further consideration in devising the experiment was the sustainability of sound (self) assessment techniques at the local (school) level, once the official project ended.

Background

The experiment described in this paper is the result of my work between 2006 and the present, carried out in three Gulf states: Saudi Arabia, Bahrain, and Qatar. In each of the above states, my work was with primary and secondary teachers of English as a foreign language. The reason for this experiment resulted from a perceived need to encourage greater self-reflection among teachers, common to all three education systems (which had been investing heavily in education change and innovation).

These three countries provide sufficient commonality for a single experiment to be relevant to developmental requirements in each individual case. In the Kingdom of Saudi Arabia (KSA) I worked with a British Foreign Office (FCO) project, the remit of which was to look at textbook provision across the whole Kingdom, following curriculum reforms in the teaching of English as a foreign language. Essentially, the Kingdom required teachers to implement the new syllabus in state (government) schools at primary and secondary levels without the benefit of suitable new textbooks to match and support the new syllabus. The FCO Project attempted to address this problem by working with both educationalists and publishers to elaborate the new notional syllabus into a functional syllabus, integrating new textbooks and other materials into the fabric of the curriculum. The second project on which I worked, in Bahrain, was very similar, except that the project
was further advanced, in that both a new curriculum for English as a foreign language had been agreed and new textbooks commissioned. However, due to budgetary constraints, the new textbooks were not custom-written for Bahrain but rather adapted from existing published materials by the provider. Starting from a textbook in use in the USA designed for non-native speakers of English learning English as a second language, (rather than as a foreign language), the Bahrain edition was created over a period of approximately three years, and the new books were phased into schools over a three year period. In the third project, in Qatar, the focus was slightly different, in that teachers of Science and Maths at primary level were being asked to teach their subject in English to children whose first language was Arabic. An attempt to introduce Content and language integrated learning (CLIL) methodology was thus being made.

The commonality between these projects is clearly in their developmental nature. In all three projects the need for teachers to develop new skills rapidly to undertake the challenges of curriculum change was central to the success of the changes being attempted. In all three projects relatively under-qualified and under-trained teachers were bearing the brunt of the need to adapt to a new curriculum and new methodology, together with the need to understand and adopt new and unfamiliar materials in a very short time span. Understandably, this caused both apprehension and insecurity, not always addressed by sufficient in-service training. Frequently, teachers were challenged by the situation in which they found themselves involved, and needed both reassurance and support to develop their skills, in order to cope with these changes.

The Model

In each of the first two projects, my role was twofold: consultant and mentor. Whilst involved in decisions at Ministry level, in addition I had a practical role as mentor, both at classroom level, working directly with teachers, and at the level of their advisors, advisory teachers and inspectors. In the third project I worked directly with teachers in a mentoring role, delivering formal training and informal mentoring, which was classroom based.

The overwhelming need of teachers in all three projects was to have their work examined in a non-judgmental way, in other words to have their work evaluated without that evaluation being seen as either an overt or covert assessment, in any formal sense. It was, therefore, difficult to apply the normal model of classroom-based evaluation, which is usually the result of a classroom (lesson) visit, followed by some sort of de-briefing and resulting in a written record being created by the assessor of the lesson visited.

The above model was in use in all of the above projects, but was the subject of suspicion and mistrust, in many cases. The contradiction between the need to improve teaching skills and those emerging skills being subjected to formal scrutiny resulted in many teachers reverting to the formulaic, tried and tested methodology which required no risk taking, rather than the bolder experimental approach, which the challenges of rapid and radical curricular change seemed to indicate.

A new model of classroom observation (the ‘8 Pictures’ approach) was developed, in order to engage teachers in their own (self) assessment, and to develop a culture of self-evaluation and of a more reflective approach to teaching. This technique was employed in working with individuals, post lesson observation, and in workshop situations, where materials from ‘real’ lessons could be analysed and
discussed The technique involved replacing the traditional notebook or proforma with a digital camera. Throughout the lesson visit, numerous photographs were taken in an attempt to illustrate the lesson almost as one would do so using a video film. Stills were preferred to video, however, due to the inherent simplicity of taking unlimited digital photographs without any particular expertise, in contrast to the considerable technical expertise required to make even a short video sequence.

At the end of the lesson, the photographs were reviewed and edited by the observer, resulting in 8 being chosen, as representative of the lesson observed. The number was chosen to be representative of the standard lesson of around 45 minutes to one hour, and each picture chosen was selected on the basis of being representative of a theme within the lesson. These themes, (not an exhaustive list) included: ‘warm up’; ‘presentation’; ‘group work’; ‘working together’; ‘class dynamics’; ‘plenary’, etc. In each case, the photographs were collated immediately after the lesson, becoming the basis of post-lesson discussion between the teacher and observer (mentor).

Discussion stages

Discussion of the selected frames always began with an overview, and with an invitation to the teacher involved to comment generally on the sequence. The question, “How did you think the lesson went?”, (frequently heard in de-briefing sessions of this kind), was strictly avoided, and the emphasis was on a ‘stream of consciousness’ type approach, where the teacher having been observed was encouraged simply to look at the pictures and to comment in any way (s)he felt appropriate.

However, this initial stage was then moved forward into stage two, where the teacher was asked to focus on the language of the picture(s) individually, working through the 8 frames in sequence, and the focus was twofold:

a. What was said at that point by the teacher.
b. What was said at that point by the child(ren) in the frame.

Frequently, in order to facilitate this, the frame was printed, A4 size, and the teacher involved was asked to create a ‘speech bubble’, rather like a cartoon-strip, to record the ‘voices’ of the children in the frame, and to create a caption underneath the picture, to record the teacher’s ‘voice’.

This technique enabled teachers to focus very specifically on classroom language, an important focus for their personal professional development, especially as many were non-specialist (teachers of English), and more than a few were entirely untrained in English beyond their own experience of learning English as a subject at school or college level.

However, the main focus of the discussion was in terms of the content suggested by the frames. In each case, the teacher was encouraged to describe the scenario around the picture and to attempt an explanation of the intention and result of the lesson planning which had resulted in what could be seen in the frame. Once this had been done, the teacher was sometimes asked for clarification, followed by an invitation to write a ‘report’ on the lesson. This report was basically a paragraph written to describe each frame individually. Once the technique had been adopted and used regularly this report included not only narrative but also informed comment on the frame’s significance within the overall scope of the lesson, both in terms of the planned outcomes and the actual results in the classroom.
When this technique was adopted and applied over a period (in each case two full school terms), the result seemed to be that teachers involved in the experiment became more adept at reflection and more capable of articulating their own strengths and weaknesses from lesson to lesson, as well as developing the ability to judge their performance and to mark the most significant changes in their developing abilities to implement the new curriculum and integrate new curricular materials into their lessons.

In terms of the sustainability of the projects and developments for the future, the sharing of this technique in focus groups and workshops seemed to suggest that it would be of use to individual schools and clusters of schools in peer observations and evaluations, as well as by others within a particular school environment, to serve as a simple tool for providing informal feedback on the developing skills of individual teachers, and in mapping the most significant changes and milestones in their professional development. To this end, a personal portfolio was established for each teacher participating in the experiment, where the photographs and (their own) comments and reflections could be stored and referred to over a given period.

**Conclusion**

Feedback from all those participating was generally favourable, and Web-based analysis through automated polling (through an e-Languages project interface) suggested that the experiment was, in each case, a worthwhile point of departure for further experimentation of this sort. No specific statistics were gathered to support the informal polls, however, and further research into techniques of reflection and self-analysis of performance are clearly indicated by this pilot.
Teachers’ voices on the washback effect of the high-stakes national examination in Indonesia

Afrianto

Abstract

The National Examination (UN) policy has been a public debate among educational practitioners and policy makers in Indonesia of recent times. Those who oppose UN argue that there is an inherent ‘injustice’ in applying one examination within a subject area across the whole of the country, the results of which will ultimately impact on the students’ future life. The government, on the other hand, is keen to pursue UN as a means of evaluating the results of teaching and learning processes across the country. This qualitative study tried to investigate teachers’ voices in terms of the perceived washback of the UN. The analysis of in-depth interviews done with six English teachers as participants of the study shows that the UN has led teachers to teach to the test, made the teachers as well as students feel stressed and under pressure; pushed the students to engage in cheating; and narrowed the curriculum.

Introduction

National Examination (UN) policy for standardised testing for secondary (lately also for primary) school students in Indonesia has triggered a hot national debate since the beginning of the 2003/2004 academic year. Those who oppose it argue that this policy is considered to be ‘injustice’, to be used as the basis for making a very important decision about students’ future lives. This is due to the fact that there is still a big discrepancy in quality among schools across the regions in Indonesia. The government, on the other hand, says that the UN is important as the government needs it as a benchmark to evaluate the success of teaching and learning process at national level.

It is necessary to conduct a thorough study on what sort of impacts the UN has had on teaching and learning processes at school. The later findings are expected to be used by the related parties in finding out a way out of this issue by forming a relatively acceptable format of UN in Indonesia.
Some Important Features of Current National Examination

As a national standardised test, the UN is addressed to all high school students who sit in the third year (the new term used in the latest curriculum is “grade twelve” for senior high school or ‘grade nine’ for junior high school) of their schooling period. Initially there were only three subjects tested in this UN (Bahasa Indonesia, English, and Economic for Social Science Students), but starting from the 2007/2008 academic year, the government decided to include three more subjects. The new ones are Maths, Sociology, and Geography for Social Science students, or Biology, Chemistry and Physics for Natural Science students (Depdiknas, 2007).

According to clause 2 of the Decree No. 34/2007 from the Ministry of National Education or Permendiknas, the main goal of the UN is to measure and assess the students’ knowledge and competence in particular subjects they have learned. One of the important characteristics of UN is that the government employs the minimum threshold (popular with passing grade) for the candidates to achieve in order to pass the examination. The minimum threshold is increased year by year, from 3.01 in 2003 to 5.50 in 2010.

Again, the candidates must achieve the minimum threshold in order to pass the test. Otherwise, they are considered ‘failed’. Consequently, they have to repeat all subjects in the following academic year. In other words, failure to achieve the minimum threshold in UN will automatically result in failure to graduate from high school, regardless of the student’s overall performance during their school years.

This UN is powerful in determining students’ future lives as it functions as a ‘gatekeeper’, which will allow or not allow the candidates to pursue their studies further. That is why this national standardised test can be classified as what McNamara has called a “high stakes test” (2000, p. 48).

Washback Effect

Washback refers to the influence of testing on teaching and learning (Bachman & Palmer, 1996; Cheng, 1997; Gates, 1995 in Brown, 2002; McNamara, 2000). For Messick (1996, cited in Brown, 2002 para. 9), washback is, “the extent to which the introduction and use of a test influences language teachers and learners to do things they would not otherwise do that promote or inhibit language learning”.

Research Methodology

This study employed a qualitative research approach. This research was carried out with six experienced Indonesian English teachers aged 25 to 40 years old who are teaching in the third grade (or grade twelve according to the latest curriculum) of senior high schools in Tanah Datar District, West Sumatra Indonesia. The participants were chosen by criterion purposeful sampling (Patton, 1990). Grade twelve teachers, rather than teachers from other grades, were selected for the study on the grounds that, because they have to help their students prepare for the UN to be taken at the end of school year, they would be more concerned with and have a better knowledge of the philosophy of the test than teachers teaching the other grades. Therefore, their input was considered potentially valid for this study. Considering the ethical issue, anonymity is used for all participants’ names in this study.
Results and Discussion

There are three dimensions to the impact explored during the interviews; they are the impact of the test on instructions and curriculum, the impact on teachers, and the impacts on students. The data analysed from transcribed interviews show us some identified negative and positive effects of the UN as perceived by the teachers. The effects are as follows:

1. Teaching to the Test

From the data collected, it is apparent that the high stakes of UN has led teachers to teach to the test. This activity implies doing something in class that may not be compatible with the teacher’s own values and goals or with the values or goals stated in the curriculum. Most teaching activities focus on familiarising the students with the features of the test as well as introducing test taking strategies to enable them to answer the questions well. The teaching to the test phenomenon has also made teachers neglect other subjects which are not tested in the UN. All participants in this study reported that they conducted extra classes where most of the time they employed activities like familiarising the students with the test format, discussing the questions, discussing strategies to answer the questions more easily and more quickly as well as conducting some trial tests prior to the real examination.

It is worthwhile bearing in mind that the practice of teaching to the test could bring about some problems. It could result in some unwanted consequences within the nature of teaching and learning. Popham (2001, cited in Volante 2004) has argued that “item-teaching, instruction around items either found on a test or a set of look-alike items, is reprehensible since it erodes the inferences we can make about students’ scores.” We cannot simply judge a student’s English proficiency, for example, merely based on his or her English score in the UN. A student who gets a high score after being exposed extensively to items of the English UN through items-teaching activities might have poor real English proficiency. On the other hand, it is possible for a certain student who has relatively good English competence to get a lower score, because the teacher does not employ items-teaching, and therefore the student is not familiar with the test mechanism.

In this context, Volante (2004, para. 8) further reminds us that research conducted by Shepard (2000) and Smith and Fey (2000) suggests that, “while students’ scores will rise when teachers teach closely to a test, learning often does not change. In fact, the opposite may be true. That is, there are schools that have demonstrated improvements in student learning while their standardised test scores did not show significant gains.”

This research finding implies that a high score obtained by students in a particular school might not accurately reflect that a school has a good teaching quality. It is possible that they get a good score, because ‘teaching to the test’ activities are used extensively prior to the test. Conversely, it is likely for the students who enrol in a school with a good English programme to get a lower score, because English teachers in this school focus on the nature of teaching as mandated in the English curriculum, instead of focusing on teaching to the test. Furthermore, the practice of teaching to the test in Indonesian classrooms has also undermined the predictive validity of the test results, as the results are likely not to give an authentic picture of the candidates’ proficiency, and therefore could not be used as the basis to predict their academic achievement in the higher levels of education. Thus, “the predictive validity of a standardised test is compromised
when teaching to the test techniques are employed” (Burger & Krueger, 2003 cited in Volante, 2004, para. 11).

It is worth noting that when school graduates want to continue their study to higher levels of education in Indonesia, they are required to take another test for entering the universities (well-known as The University Entrance Test/SMPTN) as the authorities in universities are unwilling to take the UN score results into account. In other words, the students’ scores from this UN are ‘useless’ to predict students’ future life in education.

2. Narrowing the Curriculum
Another subsequent impact of teaching to the test activities as perceived by teachers is that the UN, in some ways, has narrowed the school curriculum (Yeh cited in Mitchel, 2006). This means that the teachers mainly focus on teaching the subjects tested in the national exam and tend to ignore other unttested subjects. In current Indonesian classroom practice, time is often taken away from subjects like history, religious teaching, physical education, arts, and Information Technology. In other words, teachers provide more instructional time on commonly tested areas like Bahasa Indonesia, English and Mathematics.

Ignoring the unttested subjects in the schools could undoubtedly lead teachers to narrow down the curriculum. For one thing it tends to communicate a misapprehension that the other subjects are not as important as other tested-subjects. Furthermore, a serious problem may appear if teachers as well as students think in such a way, since they may find in their real life later that the ignored subjects are, in fact, very important. In the English teaching context, a student may develop a narrow view of English learning. They might have been misled by the fact that the English test in the UN only addresses two macro skills (reading and listening), and therefore many teachers focus on teaching these two skills. It is possible that this focus would lead students to think that the other skills (speaking and writing) are not as important.

3. Willing to Engage in Cheating
The high stakes nature of the test has encouraged some students in Indonesia to engage in cheating during the examination. The cheating itself is not only triggered by the high stakes nature of the test; issues of unfairness in the passing grade policy have also contributed to the cheating phenomenon during the UN in Indonesia. One participant of this research confessed that her students were engaged in cheating, because they had to achieve the threshold in order to pass the test, otherwise they would need to repeat it in the following year.

Cheating cases in the UN have been identified in some other schools across the regions in Indonesia. Some cases appeared to the public when the UN was conducted in 2006/2007 academic year. It was reported, for example, that 72 of Dhuafa Vocational High School students in Padang West Sumatera walked out from the test rooms as a protest to the exam committee. They could have perceived the committees as doing nothing when other students were allegedly cheating in the examination (Bachyul, 2007).

Another case was in Medan City, North Sumatra. Some teachers in this city quit from being test invigilators and then gathered to report alleged systematic cheating all over the Medan region. This group of teachers attracted nationwide attention when they presented evidence of rampant cheating during the examination. They reported that the cheating itself had been systematically organised by some principals and teachers long before the test day (Gunawan, 2007).
It is believed that these cheating cases are closely related to the issues of unfairness within the passing grade policy. As the threshold is considered too high for their students to achieve, some school principals might try to find out a ‘shortcut’ to pass the test. They do not want to see their students fail in the test, because if many students fail, as school principals, they are going to be the first persons to be blamed by parents and society.

4. Stressed and under pressure
The high stakes nature of the test has made teachers feel stressed and under pressure in conducting teaching activities prior to the test day. This stress is also triggered by the fact that school principals and parents have high expectations which are transferred onto the teacher in order to help students pass the test. Consequently, many participants in this study reported that they were feeling insecure and worried if their students did not pass the test. They are afraid of being branded as unqualified teachers if many students fail in the examination.

This finding is consistent with those from other studies about the impact of high-stakes testing on teachers, such as a study by Wright in 2002 to examine the effects of the SAT-9 on a large inner-city elementary school in Southern California. Apart from narrowing the curriculum, the study reveals that standardised testing resulted in harmful effects on both teachers and students. One of the effects on teachers is that, “teachers are stressed and overwhelmed by all the curricular changes and pressure to teach to the test and raise scores”. (p.28)

It is obviously not good for the teaching process if teachers feel under pressure for the reasons outlined above. This insecurity may lead them to a situation where they cannot enjoy their profession. The worst thing is that this unwanted situation will eventually affect educational quality in Indonesia. It is certainly a paradoxical situation, as the existence of the UN itself was initially intended to improve the quality of national education in Indonesia.

5. Positive Impact of the UN
Apart from negative impacts outlined above, this study has also revealed that the test has brought some positive effects to the teaching and learning process. The most salient one is that it has made most teachers as well as students invest more efforts into the process of teaching and learning. Most participants reported that the test has made them become more motivated to teach better, more creative in finding out enhanced teaching strategies, and more efficient in managing the teaching time allocation. At the same time, teachers reported that most of their students are also motivated to study harder and to use their time to study wisely.

The fact that this test has improved teachers,’ as well as students’, motivation to teach and study harder is used by the government to maintain the UN policy. Apart from using the UN as a means of controlling national education quality, the government also argues that this is one of the effective ways to make sure that teachers do their best, and students put substantial efforts into learning (Kompas, 2005).
Conclusion
This study reveals that the high stakes of the UN has affected instruction in a generally negative way. The effects are that the test leads teachers to teach to the test; it tends to narrow the curriculum; makes teachers stressed; it encourages students to engage in cheating, and encourages teachers to have so called ‘score oriented teaching’. However, the study has also found that the test has encouraged teachers as well as students to teach and study harder in order to pass the test.
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Assessment for motivation: Incentives for teacher professional development

Vu Mai Trang

Abstract

That recent research increasingly recognises the role of teachers as the most important factor in student achievement further emphasises the need for teachers to develop their professional learning as a lifelong skill, and for administrators to include this in teacher evaluation as a quality assurance tool. However as professional development (PD) involves independent learning, which is highly dependent on teacher motivations, assessing this seemingly non-assessable work could have a counter effect if set on a rigidly compulsory and judgmental basis. The paper introduces the role of assessment, in the light of motivation, in supporting teacher PD and is demonstrated with findings from a framework recently conducted in a university in Viet Nam. It explains why this ‘assessment for motivation’ was able to boost teacher motivation in their learning and promote sustainable PD. It is hoped to offer some helpful insights into assessment and its link with educational improvement that can be used in similar pedagogical situations.

For me, teaching is not tranquil. Every time I enter my classroom my heart beats as if it was my first time. I see a multi-layered mixture of fulfillment, passion, success, fear, satisfaction, loneliness, ambiguity, frustration, and above all, the uncertainty about if I can live up to the expectations from others.

Paulo Freire in his acclaimed Pedagogy of Hope (p.69), states his view on what it is like to be a teacher:

“Teachers who fail to take their teaching practice seriously, who therefore do not study, so that they teach poorly, or who teach something they know poorly [...] Thus, they disqualify themselves as teachers.”

Although his view might be extreme to some, it is important that before teaching somebody to learn, a teacher should be a learner herself, who constantly embarks on new journey of discovering and learning.
Teacher learning is essential because this has a wide impact on others. Research has proved the interrelationships between teacher learning and student performance (Smith & Gillespie, 2007; Desimone, 2009). This further emphasises the need for teachers to develop their professional learning as a lifelong skill, and school administrators to include this skill in teacher assessment as a tool for quality assurance.

The dilemma

However, as professional development (PD) greatly involves independent learning, which depends to a great extent on teacher motivations, assessing this seemingly non-assessable work could have a counter effect if it is set on a rigidly compulsory and judgmental basis. In their study Schieb & Karabenick (2011) list some reasons for teacher low participation in PD including teachers’ resistance to educational reform and teacher level of dedication and motivation.

For Vietnamese teachers, let’s look at the following vignettes:

“I’ve been working as a teacher for 25 years and I almost feel burn-out at work. I think I am one of the luckiest teachers who have attended the *...+ course.”

“I’ve been teaching for quite a long time, but I’m not satisfied with my teaching now. I believe that I must improve myself at once, otherwise, teaching will no longer an enjoyment... I want to make my teaching more interesting and more beneficial to my students.”

“Most Vietnamese teachers are busy with not only teaching but other family and social issues. They have to work extra time to support their life.”

“Some teachers do not really care.. nobody can fire them even if they do nothing to improve their knowledge and skills.”

Two dilemmas over PD can be interpreted from these accounts: one from the teacher’s perspective and one from the administrator’s perspective. As the person responsible for PD and teacher development programmes for a faculty at Vietnam National University (hereafter “the Faculty”), I face the question of helping to make PD here more effective.

The purpose of my enquiry

In order to be better informed, I conducted a survey in May 2010 on the current situation of teachers participating in PD at the Faculty.

The status quo investigation

The Faculty has an in-house conference annually, and every teacher is expected to be the author/co-author of a paper. However, teachers complain sometimes they just write up the paper by filling pages with words, and the papers are often left untouched after the conference ends. There are two or three seminars for teachers in a year, but it seems the topics are not always relevant to their needs and interests. This is understandable because the seminars are organised for big audiences from all content areas in the University.

The survey

Thirty-six teachers were invited to take the survey. These teachers are both new
and seasoned teachers, having 1-32 years teaching experience. From the survey it was found out that not every teacher at the Faculty has concrete ideas of what form PD can take and how to do it. When given a list of activities (all of which are in fact for PD) and asked which activities they think are for teacher learning, only 1 in every 3 teachers (33%) correctly ticked all the options. The rest do not see activities such as team teaching, journal writing, and reading as learning opportunities for teachers.

All of them think PD is just formal activities such as doing workshops, submitting papers, giving presentations at conferences, and so on.

When asked to tell what they have done, or have been doing for PD, most of them ticked formal PD (doing MA, PhD). The other most selected activities in the list are discussions with colleagues and students, and class observations. Few have been taking ongoing learning activities (e.g. short courses), self-learning and reflection activities, and writing research papers. They specified the obstacles to PD: “too difficult”; “don’t have enough time”; “haven’t got anything that’s really of interest”; “I’m not yet confident enough”.

With these findings, it can be concluded that even if there are some PD forms at the Faculty (research, seminars), the teachers are still reluctant to participate. This may be because they do not see the utility of these activities, as well as the relevance with their own concerns and interests. The fact that there is a gap between research and practice, which in fact may be quite common elsewhere, also contributes to this low motivation. Another reason that leads to low participation in PD is teachers do not have sufficient knowledge of what PD is and how to do it. They only associate PD with formal activities like doing research and delivering papers, but not informal activities including reflection, which limits their own access to learning opportunities. Besides, it seems they do not have a strong feeling about the need to develop themselves professionally. For those who want to do so, that there has not been an assessment/recognition mechanism and this may discourage them. The fact that they stick mostly with PD activities like discussion and observation, and ask for refreshment training courses, shows that although they find doing research quite beyond their reach, they want to be empowered to do so.

**Issues to be addressed**

With these findings, it seems that the issue that needs addressing is to set up a PD assessment framework, hereafter called “the Framework”, that:

- Demystifies “Professional Development”, including classroom research
- Motivates teachers intrinsically and extrinsically in taking on PD
- Promotes PD and learning opportunities for teachers through evidence-based practice, and
- Serves as a tool for teacher assessment and quality assurance.

**Approaches and Principles**

In setting up such a framework, there are three approaches and principles I follow:

1. Connect Extrinsic & Intrinsic motivations with PD with the introduction of Teacher standards and Teacher values.
2. Use Positive washback effect/Backward design in the making of the Framework.
3. Introduce various Professional Development notions and concepts.
1. **Connect Extrinsic & Intrinsic motivations with PD**

To motivate teachers extrinsically, I suggested doing PD as part of evaluative criteria for teacher assessment as one of the trinity of tenure criteria: scholarship, teaching, service. Moreover, doing PD can be embedded in foreign language teacher standards that are being proposed in Viet Nam. Figure 1 summarises these standards and shows a strong connection with learning through PD (adapted from Bransford, Darling-Hammond & LePage (2005) & Ball & Cohen (1999) in Dudzik, 2010).

![Figure 1 - Teacher Standards.](image)

To motivate teachers intrinsically, it is necessary to connect PD with teacher values. Teachers need to be aware they are professionals, not lay, amateur, technicians, nor academics. Ur (2002) defines the teacher as a bringer-about of real-world change, which requires lifelong learning and development, and this is not always easy. Brookfield (2006) put this in the three R’s of skillful teaching: respect, research, and responsiveness.

2. **Use Positive Washback effect/Backward design in the making of the Framework**

In designing the Framework, I used washback effect as one of the principles. To achieve beneficial washback is to test the abilities whose development you want to encourage (Hughes, 1989). “Backward” design was also used. Similar to washback, “backward” design, (cf. Wiggins & McTighe, 2005), involves the practice of looking at the outcomes in order to design curriculum units, performance assessments, and classroom instruction. And before any assessment is made, assessment criteria should be clearly communicated to teachers, following Hughes’s (1989) principles for beneficial backwash effect.

3. **Introduce various Professional Development notions and concepts**

This relates closely with demystifying PD notions and concepts, making them more teacher-friendly and less frightening. In the Framework a number of PD activities are introduced, and they are both traditional ones (learning seen as the transmission of knowledge) and reflective ones. Both formal PD practice (conferences, workshops, courses, academic study), and informal learning
opportunities (journal writing, critical incidence analysis, team teaching, etc.) are included, based on models by Richards and Farrell (2005) as I find them quite accessible to teachers who begin to take on PD. Noticeably, both the informal and formal PD may lead to action research at the end. Also, PD needs to be understood as a process, “ongoing, coherent, and continuous, rather than unrelated and episodic” (Myers & Clark, 2002, p.50). It is not the amount of PD that matters, but the process of development and the quality of that process that is essential for changing practice and professional competence (Murray & Christison, 2011).

The Framework
The Framework comes in the form of a grid for teachers to fill in. Teachers receive this at the beginning of the school year and submit the report form at the end of the year, certified by their head of division, and may supply further evidence if requested. Results from the report are to be used for purposes such as contract granting and tenure possibilities.

It should be noted that this form itself does not make up the Framework. We organised INSET, working groups, mini conferences, thematic seminars and workshops, and an E-journal. In other words, teachers are not only provided with a form to tick; they are provided with opportunities so that they have something to record (see Figure 2).

| Professional Development Activities from … to … (please tick and give additional information. You are not expected to do ALL of these) |
|---|---|
| Activities | Yes | Yes Please describe (e.g. title, date, venue, people involved) |
| Courses attended/am attending | | |
| Materials development | | |
| Publications (books, articles) | | |
| Research papers | | |
| Ongoing research | | |
| Conference presentations | | |
| Conferences/Workshops/Seminars attended | | |
| INSET (at least 3) | | |
| Research Projects | | |
| Committee/Working group | | |
| New teacher coaching | | |
| Class observations | | |
| Reflections/Teaching journals | | |
| Books/Articles read | | |
| Self-study activities | | |
| Other Professional Development Activities | | |

Figure 2 – The Framework Form.
Why the Framework may assist teacher development

- As it suggests possibilities for our development, the Framework encourages learning opportunities, makes PD less frightening and more teacher-friendly. While it was found out that most teachers at the Faculty associate PD with writing up a research paper, the Framework suggests other alternatives, covering both formal and informal PD. This is especially important for the young faculty who are starting their careers. For those who are accumulating scholarship credits and credibility the Framework provides them a possibility of being acknowledged, as well as esteem and self-actualisation as described in Maslow's hierarchy of needs and motivation.

- The Framework covers almost all aspects of contemporary views on PD, including content focus, active learning, collective participation, learning through experience, and learning from reflection (Desimone, 2009).

- As a tool to trace our growth trail, it helps restore our vigour and enthusiasm, reminds us we are professionals with qualities and responsibilities different from others', as Ur (2002) mentions.

- It creates a sense of belonging to a community. With this Framework teachers will feel they are in a secure learning environment, by knowing others are also doing what they are doing, and by doing things with others. Burnout, which leads to leaving the profession, is lessened if teachers have peer support – “peers can provide help, comfort, insight, comparison, rewards, humor and escape” (Barduhn, 2002).

- The Framework encourages teachers to take reflection even to a more meta-cognitive level, when they detach from themselves, looking at what they have done, are doing, and will do in terms of self-development. This “out of body” experience is essential because PD is of long-term basis and hence in this process meta-cognitive strategies are often used.

Trialing: Case studies

The form was sent to four teachers at the beginning of Spring semester (Jan 2011) to fill in. It was sent again to the same four teachers at the end of the semester. Comparing the two reports by each teacher, it was found out that their PD activities were much more abundant and various (seminars/workshops attended, books/articles read). Further communication with them shows that they are keen on this framework, and feel more motivated with PD. The young male teacher when submitting the first report told me that he was ashamed as he was doing little on PD, and he said his form was almost empty. The second report by him shows a much more confident teacher, with a lot more PD activities and practices. In addition, the teachers said it would help if they received more guidance on the activities in the form. In response to these concerns, a workshop specifically on PD models and demonstrations was conducted in May 2011 at the Faculty as an effort to bring teachers, especially the junior ones, tools for their own PD plans.

Challenges

There is much debate on how PD should be measured and assessed. It is indeed questionable if PD is seen as a quantifiable list of activities. Again, as teacher professionals focus on real-world change, PD needs to be sustained and intensive and focused on the actual classroom. In other words, their knowledge store is enriched, but they may not act. It is essential to apply such knowledge to one’s own context.
Smith (2010) says we should couple PD and professional learning activities with practices and policies that support what teachers do and how students learn. Nir & Bogler (2008) also find that PD programmes are most beneficial when teachers maintain input and control in the PD process and are linked to the participants’ teaching culture, curricula, and classrooms.

In improving the Framework, there are some major challenges that need to be addressed, including:

- More evidence on change in teachers’ PD behaviour
- How to better bridge the gap between research and practice
- How to maintain teachers’ motivations once they have been created
- How to better measure the success.

**Moving forward**

As the Framework is indeed a mechanism of formative assessment, building it as, for example, a standard-referenced system may resolve the conflict between formative and summative assessment when it comes to teacher evaluation and quality control.
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Developing skills in communicative test writing - a China case study

Keith O’Hare

Abstract

This paper looks at recent changes in English teaching in China, and the impact the existing assessment system is having on classroom teaching in schools across the country, and then against this backdrop, it introduces a case study of a project run by the British Council in China that focuses on training for test developers. The paper explains why this project came into being, considers the successes and challenges of the project so far, and finally shares learning points that may benefit other organizations running similar projects.

Recent changes to English teaching in China

In the 1980s, China initiated its opening up policy and very quickly realised it needed to invest more in its education system and nurturing talent. Many people were sent abroad in order to learn about the latest developments in science and technology in other countries and then bring that knowledge back to China to help the country progress. Of course, the use of English played a big part in that. However, many people leaving schools knew about English grammar but few could actually use English to communicate. If China was to operate in a global world, to learn from other countries and to do business with other countries, then the way English was taught in schools needed to change.

National curriculum reform for English (2001)

So in 2001, the National Curriculum for English underwent a major reform. The reform aimed to create learners who could communicate in English, by creating teachers who could use communicative methodology and by having tests that assessed communicative teaching. Before 2001, the main component of the National Curriculum was language knowledge, i.e. knowledge of grammar and vocabulary. The new curriculum added four new pillars to the curriculum: language skills, affect and attitude, learning strategies, and cultural awareness. In addition, an underlying principle on assessment was added that stated that the guidelines for the national curriculum should emphasise formative evaluations.
All of the above were very ambitious aspirations, and led to a huge investment by the government in training for English teachers. Generally speaking, the approach was to train the best teachers, who were then expected to mentor, guide and give demonstration lessons of best practice to other teachers. From 2001 to 2011 some progress was made. Teaching in some schools of the bigger cities began to move away from a grammar translation approach to a more communicative approach. Text books were changed and those approved by the Ministry of Education included task-based learning activities, learning strategies, cultural awareness activities, as well as communicative tasks.

However by 2011, the majority of English teaching in schools had still not moved towards a learner-centred, communicative approach. Probably the biggest reason for this was that the assessment system did not encourage communicative teaching. Whilst the reform of 2001 emphasised formative evaluations, in fact this did not really happen.

**Current assessment systems in China**

Today in China a lot of teaching is controlled and guided by the assessment system which consists of three main, high-stakes, summative examinations. They are the examinations at the end of primary school (taken at around 11/12 years old), at the end of lower secondary school (taken at around 14 years old; known as the “Zhong Kao”), and at the end of upper secondary school (taken at around 17 years old, known as the “Gao Kao”). Whilst the examination at the end of primary school is not a national one and does not formally dictate which secondary school a child goes to, the reality is that a child’s performance in that examination is often taken into account by secondary schools.

The two big high-stakes examinations are the Zhong Kao and Gao Kao; the first decides which upper secondary school you will get into and the second determines which university you can get into.

These two high-stakes examinations, by and large, remain discrete-item focused, with a strong reliance on multiple choice items, and have items that usually give insufficient context. The result is a negative washback on teaching in classrooms in secondary schools across the country. It is no exaggeration to say that most of the class time in upper secondary school is not spent on learning English, but rather on practising discrete-item tests in order to prepare for the final end of school examination. The problem is not just limited to these two examinations. Since their influence is so powerful, many school tests, such as monthly tests or mid-term tests, also follow exactly the same style as the high-stakes examinations. Consequently, many students may not be interested in English classes, have no motivation and may not become effective communicators of English. Without a doubt, the backwash of these examinations and tests is one of the major barriers to communicative teaching in China.

So why have these high-stake examinations not changed? Interestingly, there have been some changes in these examinations and they are starting to introduce more communicative items, however, the changes are limited; speaking for example, is not tested. The main reason seems to be the huge numbers of students that need to be tested. With a population of around 1.3 billion, there are an estimated 300 million learners of English, the majority of which are in the education system, between kindergarten and university. Having one summative examination based on objective test items, it is suggested, is the fairest and most effective way of assessing so many people.
Challenges for teachers and test designers

In 2009, the British Council undertook research into the needs of teachers in China, and the following information was gathered about teachers and teacher researchers. In China, a teacher researcher is someone who was a good teacher and has been given a new role to mentor new teachers, observe classes and give feedback, organise training for teachers, and write examinations for teachers.

Teacher researchers told us that they felt high-stakes examinations have had little change and have been “directing” classroom teaching since 2001. They also said they would like more training on how to design examinations and learn more assessment theory. Interestingly, most teacher researchers do not get formal training on test design. Many will learn it on the job, often drawing on models they have received in the past as a student or as a teacher.

They also said that teachers face many challenges and problems regarding assessment. For example, they may not be sure what a test item really tests, and they may not be sure how to interpret examination results. Also, they mainly use tests to evaluate students; there is very little assessment for learning; so students are given a mark but no guidance on how to improve their learning. Finally, many teachers, being busy, take tests from magazines and newspapers. There is a plethora of newspapers available for teachers and students to help them learn English. Many contain ready-made tests that teachers can photocopy and use. However, the quality of these tests, including reliability and validity, are often deemed as dubious. The biggest problem for teachers is that they lack the skills to evaluate and judge the quality of these tests, so they may use them indiscriminately.

British Council Examination Design and Assessment Project

In that context, the British Council set up a project to give test designers and teachers the skills to create effective examinations that would have a positive washback on communicative classroom teaching. In turn, this would help students become better communicative users of English, so meeting the requirements of the National Curriculum.

The project is run with local Chinese education authorities in a variety of cities across the country. It is a 5-6 month skills development course involving face to face training and online practice integrated into the work context. It is aimed at teacher researchers of lower secondary schools.

There are two stages that have the same format but different content. The structure can be seen in Figure 1 below.

![Figure 1 - Project Stages.](image-url)
The content of the stage one face to face training includes theory behind good assessment tools, UK approaches to testing and assessment in secondary schools, evaluating test papers (UK and Chinese ones), writing test specifications, and writing test items. This is followed by online training, which was initially run on a public file-sharing site called Huddle. The online activities included a review of the face-to-face materials that were put up on the site, reading articles and watching video clips, test writing done in small groups, and sharing tests on the site so that other participants could see them and comment on them.

The content of the stage two face-to-face training included reviewing the items and examinations made online, then creating test items for the four skills: writing, reading, listening and speaking, and finally looking at testing integrated skills. The stage two online training was moved onto a Moodle platform and included a review of face-to-face materials, carrying out a series of tasks such as writing tests and then trialling them out in class and sharing the results in the forums.

Learning Points from the project; working with partners

When working with partners we realised that we had to change the name of the project. The Chinese word for “examinations” was proving to be too sensitive. Examinations, or “Kao Shi” in Chinese, is the same word used for the national high-stake examinations, and so many partners assumed we wanted to make changes to those examinations, which was not the case.

Also, we originally wanted to work with the top level teacher researchers and have an impact on those people who were making provincial level examinations; however, the government control of those teacher researchers at provincial level was too strong. In fact, it was often impossible to find out who these people were. When they are used to write the high-stake tests, their identity is kept confidential for security reasons. So we adapted the project in the early stages to take a grassroots approach and by giving training to lower level teacher researchers. By show casing the impact we could have on test designers of low-stake tests, such as monthly tests, we could work towards engaging with educational partners at a higher level in the future.

Learning Points from the project - working with participants

Some participants found the course very challenging. Since most teacher training has very little training on assessment, we were introducing ideas that were difficult concepts for many. What is more, although they may have known some terms in Chinese, they were not always familiar with the English word. In order to support participants, we offered some pre-course reading tasks to get them familiar with the concepts, and we created a terminology list in both English and Chinese that was further developed during the training.

The online study created several challenges. In the beginning we used a Huddle platform, but this proved to be messy. Participants could upload their own files, and despite specified sections for certain files, it often got out of control. There was no sense of continuity and participants expected a sense of progression that the site did not give. Our answer was to change to a Moodle site and set up an online course with a sense of progression. Participants could still write items and these could be shared in the forums or on the wikis.
Another challenge was that most participants were not used to studying online and often lost touch with the course. To manage this, we had the participants work in teams and each team had a leader responsible for organising the work of the others. Also, with the introduction of the Moodle platform we had an e-moderator who could engage with the participants, encourage them and monitor their work. Whilst this was a big step forward, the online study area still remains very challenging and some adaptations, such as setting up the online community before the face to face training begins, are presently being trialled.

Finally, at times the participants became disillusioned with the usefulness of the training:

“after all when I get back to work, the influence of the “Gao Kao” will take over again, washback, won’t it?”

Because of this, for every training course, we had a local testing expert who facilitated the training and acted as a kind of change agent, keeping the participants motivated and willing to try to make changes to their testing.

The project so far has run with five local partners and through many adaptations that have been made to meet the local context. Feedback has been very positive. We are in the process of measuring the impact of the training courses beyond what is learnt and felt in the training, to what changes are actually made in writing tests at work, to the delivery of tests and the washback of such tests on classroom teaching.

We realise that measuring such impact is challenging and, like the National Curriculum Reform of 2001, this is a hugely ambitious project, but we are confident that working on making assessment more communicative, is the one area that will probably have the biggest impact on communicative teaching.
SKILLS ASSESSMENT
The elusive skill: How can we test L2 listening validly?

John Field

Abstract
There has been much recent discussion of cognitive validity: i.e. whether the mental processes employed by a test taker during a test resemble those that the same person would employ in a real-world context. This article describes the processes that contribute to listening; and suggests how they might form a framework for more valid second-language tests of the skill. It may prove hard to revise major international tests of listening to represent the skill accurately and proportionately. But an opportunity exists at local level for testing that is more focused and that sheds useful light on where learners’ problems lie.

1. Introduction

1.1 The mind of the test taker
This article reflects the growing interest in the test taker as an important factor in test design and validation. There has especially been a focus on cognitive operations - on the way in which the mind of a test taker operates when employing one of the four language skills (reading, writing, listening and speaking) under test conditions.

Recent models of language performance (see O’Sullivan in this volume) represent the cognitive demands upon a language user as combining knowledge of the language with the mental processes that enable a particular skill to be carried out. An important factor linking the two is the level of expertise that the language user has developed. It is this which enables the user: a) to draw efficiently upon knowledge of the language stored in the mind and b) to engage appropriate processes. In effect, it is another type of knowledge – knowledge of how to use a language to communicate rather than knowledge that a language has X or Y or Z in its grammar.

An expert is somebody who can use a skill automatically - in a way that is rapid and that does not demand a great deal of forethought. Just as an expert driver does not have to think about the process of changing gears, so an expert speaker constructs and produces a sentence without having to pause to think about the words or grammar being used. So a good test of one of the language skills...
assesses how far the expertise of the test taker has developed. The role of the test taker is especially important in high-stakes language tests that are used predictively: to show that an individual is capable of performing well in a particular job, class or academic setting. There is a responsibility on the test designer to ensure that the test produces behaviour in the test taker that is representative of the behaviour that happens in a real-world context. Clearly we cannot reproduce the circumstances of a real language encounter in the artificial environment of a test. But we need to find out if the mental processes that a test elicits from a candidate resemble the processes that he/she would employ in non-test conditions. This is what is referred to as cognitive validity (Glaser, 1991).

1.2 The elusive skill
Here I consider cognitive validity in relation to the listening skill, which poses special problems for language testing. Listening and reading take place internally, which means that we have to teach and test them indirectly – by asking questions. But we should never forget that the results obtained tell us about the product of listening or reading, not the process (how the test taker arrived at the answer). Of two students who gave the right answer, one may have achieved it by understanding 94 out of 100 words; another by understanding only 15 words and making some good inferences. As a result, it is very difficult for a teacher or tester to make use of test scores to diagnose and deal with specific problems (see Field, 2008a: Chap. 2 for an extended discussion of this issue).

Listening and reading are often tested using similar methods. But they are very different in the demands that they make of the test taker, and test designers should beware of making easy comparisons. The input is very different. Written words are in a standard form thanks to spelling conventions, whereas words in connected speech are subject to great variation. While there are gaps between each word in a reading text, there are few in connected speech and a listener has to work out where one word ends and the next begins. The process of listening is also very different from that of reading. Listeners cannot look back to check as readers can – they have to carry forward in their minds a recall of the conversation so far. Moreover, a reader can speed up or slow down according to the difficulty of a test, but a listener cannot.

1.3 Construct validity in tests of listening
In addition, listening is the most complex skill to test. A listening test usually involves other skills – candidates might, for example, have to read the items. This raises issues of construct validity. To what extent are we testing listening and to what extent are we testing reading?

Test designers often attempt to ensure that their test is a sound one by creating a graph of the scores showing that they fit into a normal distribution – with a few students at the extremes achieving the lowest and highest scores and a large number in the middle of the range. This shows that a test discriminates well between students; but it cannot be taken as sure evidence that a test tests what it aims to test. Imagine a listening test with a very easy recording but some complicated multiple-choice options to be read. It might well be that the normal distribution reflects the range of reading abilities of the students rather than their range of listening abilities.

The message here is a simple one. We should not just rely on checking the effectiveness of a test by piloting after the test has been written. Weir (2005: 13) argues strongly that we need to know much more about exactly what the test aims to assess before we start writing it. This information should shape our test design
and (if we are testing one of the language skills) the range of different processes that the test covers. In the case of a test of listening, we need to know how an expert listener behaves (what is the target behaviour that test takers are working towards?). We also need to know what test takers actually do in a listening test and how closely it resembles natural listening. This means that listening test designers need a detailed understanding of:

- a) the speech signal that reaches a listener’s ear, and the problems it might cause to an L2 listener.
- b) the processes that an expert listener uses in normal circumstances and the way they might vary in the case of an L2 listener.

Where can they find this kind of information? Well, in the case of a) by studying the phonology and phonetics of the target language from a receptive point of view. In the case of b), psychologists of language have built up quite detailed accounts of all four skills, which draw upon concrete evidence obtained in research. So they do not need to use intuition to guess what the skill consists of (as in a more traditional sub-skills approach); this is very much an evidence based approach to testing.

The remainder of this article provides a general overview of listening theory from these two perspectives and considers its implications for testing.

2. The listening process
Widespread use of the blanket term ‘comprehension’ has encouraged teachers and testers to think of listening as a single function, confined to reporting a meaning consistent with what a speaker says. In point of fact, extracting meaning from a piece of speech entails not one but three distinct types of operation (Field, 2008a: Chap. 7):

- **Decoding:** matching incoming sounds to words in the listener’s vocabulary;
- **Parsing:** imposing a grammatical pattern upon groups of words derived from decoding;
- **Meaning building:** adding to the bare meaning by relating it to context; building various points of information into an overall picture.

3. Decoding
Teachers and testers of L2 listening are often reluctant to recognise the important role played by decoding. This is partly because of the old belief that the ability to recognise individual words in a piece of speech is not important, since any problems arising can be resolved by drawing upon what is referred to rather vaguely as ‘context’. This argument does not hold water. The term ‘context’ as used here generally refers to the listener’s recall of the recording so far. Clearly, if the listener has decoding problems, they will also affect the accuracy of any information carried forward from earlier, and will provide an unreliable basis for resolving problems of word recognition.

A second reason for this attitude is historical. Early approaches to the testing of listening focused heavily on phoneme and word recognition, making use of dictation and even minimal pair discrimination. It is unsurprising that in due course testers reacted against this very limited coverage of the skill; but the pendulum seems to have swung too far in the other direction. This is unfortunate: the fact is that many failures of comprehension originate at the level of decoding and often carry knock-on effects. A listener who misinterprets the utterance *I went to assist*
her as I went to a sister, would create a representation for the recording which involved a female relative or a nurse – and would then persist in listening for further references to this individual, even in the face of evidence that a mistake has occurred (Field, 2008b).

Because testers have, for good reasons, abandoned methods that focus solely on low-level units of language, they sometimes claim that they are not concerned with decoding skills and only target ‘comprehension’. But this is not what happens in practice. Test items quite often require the candidate to report at word level and thus test accuracy of decoding; in the case of gap-filling tasks, almost all the items may be of this kind. So one cannot criticise listening tests for not featuring decoding at all; but it seems clear that they do not include it in a systematic way that balances it against other functions.

A further point concerns how much of a recording a candidate can be expected to decode accurately. Testers of listening often choose recordings on the grounds that the transcript shows them to be at or slightly above the language level of the candidate. But the issue is not what the candidate knows but what he/she can recognise when it occurs in connected speech. This carries two important implications. Testers of listening need to work from the recorded material, not just the transcript. And they need to be sensitive to how perceptible words and structures are in a recording. A clearly articulated word carrying sentence stress will provide a much easier target than one that is reduced in form, brief in duration and/or low in volume.

4. Parsing

The challenge posed by parsing also tends to be overlooked. Listening takes place in real time, with sounds reaching the listener’s ear syllable by syllable. There is no way of looking back and checking as there is in reading – which means that a gradually increasing string of syllables has to be held in a listener’s mind until it is possible to recognise a grammatical pattern in them (Field, 2008a: Chap. 11). As a grammatical unit builds up, listeners make certain assumptions based on probability. For example, hearing The lawyer questioned..., they expect to hear a direct object next (probably the witness). If what comes instead is by the judge, they have to quickly abandon the grammatical pattern they provisionally allocated. As with the assist her example, this illustrates that listening (even for a native listener) is a very approximate art.

It could be claimed that using distractors in multiple-choice questions reproduces this process of forming and testing hypotheses. However, the problem is that these hypotheses originate, not in the recording itself but in the written items that accompany it. The result is that parsing in a conventional test imposes even heavier demands than parsing in a natural listening situation. The candidate not only has to form assumptions about the likely syntactic pattern that is evolving; but also has to form assumptions about whether the part of the recording being parsed is going to supply an answer to the current item.

5. Meaning construction

The third phase in making sense of an utterance comes closest to what is conventionally thought of as ‘comprehension’; but again it does not consist of a single process. Test specifications often recognise differences between types of item:
Local questions versus global questions;
- Extracting gist versus extracting detail;
- Extracting fact versus interpreting speaker intentions.

A different and more systematic way of thinking about these various levels of attention is provided by a psychological model (Field, 2008a) which distinguishes between three stages in developing the meaning of what a speaker says. They vary in the depth of comprehension demanded (and thus the cognitive demands on the test taker) and a tester can position questions at any or all of these three levels:

- **A proposition**: information from the recording at a very literal level. Here, the tester would ask for local factual information.
- **A meaning representation**: where the listener relates a proposition to the context in which it occurs or draws conclusions which are not explicitly expressed. Here, the tester would ask about wider context or get test takers to draw inferences.
- **A discourse representation**: where the listener has to show that he/she has integrated everything that has been heard so far into a wider picture of what the recording is about - including speaker intentions etc. Here, the tester would ask about the relationship between ideas or get the listener to draw conclusions about the whole recording (including speaker intentions etc.).

### 5.1 Building meaning

A number of different processes assist a listener in developing a proposition into a meaning representation. They mainly reflect the need to fit the bare meaning of what is said into a context. If you hear *It's going to rain*, you cannot work out whether to reply ‘That's good!’ or ‘That's bad!’ unless you know if the speaker is worrying about a drought or planning a picnic. In adding to bare meaning, a listener might draw upon world knowledge, topic knowledge, knowledge of the speaker and situation or recall of what has been said to fair. He/she might also have to make inferences, supplying information that the speaker has not provided. For example, if one hears the sequence:

*Bill lay on the floor. There was a knife beside the body.*

it seems reasonable to infer that the body is Bill's and that he has been murdered with the knife, though none of this is explicitly stated. In addition, a listener has to resolve references using terms such as *it, this, she, him, did so* etc. – terms that are often used more loosely in speaking than they are in writing.

This suggests quite a wide range of possible item types in listening tests, requiring candidates to:

- relate a bare statement to its context
- draw inferences
- resolve problems of reference
- interpret the speaker's pragmatics.

Testers quite often tap into one or more of these processes (in particular, they are quite responsive to parts of a recording that require inference). But they tend to do so relatively randomly, when the text of a recording suggests an opportunity. The result is that some tests are more representative than others of the full range of meaning building processes in which listeners engage.
5.2 Handling information
A further set of processes is used to integrate each new piece of information into a discourse representation, or picture of the recording as a whole. This final stage, where listeners have to decide what to do with the information they have obtained, is almost entirely neglected in current approaches to testing. It requires a number of decisions (Field, 2008a: Chap 13), which can be represented as:

- **Select**: the listener has to decide if a piece of information is important or not. If it is not, it can be allowed to decay.
- **Compare**: the listener has to check the reliability of a new piece of information by comparing it with what has been heard so far.
- **Integrate**: the listener has to add the new piece of information to the discourse representation, noting how it is linked to what went before.
- **Build a structure**: the listener has to build a line of argument based on major points and subsidiary ones (Gernsbacher, 1990).

The first and last of these processes in particular do not feature in most listening tests. The reason is that, with conventional test methods, the test setter decides which are the most critical pieces of information in a test and which are of low relevance, so candidates do not have to make these decisions for themselves. Similarly, the effect of asking a string of comprehension questions, of whatever type, is that the points addressed by the questions are treated as of equal value, and (except possibly in items testing global understanding) candidates are never required to organise them by importance or to trace relationships between them. Testers could argue that this is the price that one has to pay for reliability and ease of marking; but these information handling processes are important in many professional and academic settings, and their absence in standard tests is a serious challenge to cognitive validity.

6. An opportunity for local testing
It is, of course, possible to devise test methods and items that tap into information handling processes. The more obvious ones include summary writing, oral report or an open-ended question that asks the candidate to list the speaker’s (three/four) main points. It is also possible to use a ‘table of contents’ skeleton with gaps for main points and subsidiary ones to be filled in.

This type of exercise breaks with convention, and would not be acceptable in a high-stakes test with large numbers of test takers because of its unfamiliarity. But it is certainly something that could be contemplated by those setting local tests – for example, in-class tests of progress. All too often small-scale testing and the materials used in the teaching of listening emulate the formats employed in international tests, despite the fact that the conditions are very different.

The truth is that high-stakes tests have major constraints which prevent them from testing listening in a way that fully represents the skill. These constraints include the importance given to reliability and ease of marking, and (closely associated) an unwillingness to allow for individual variation or alternative answers. It is here that local tests administered to smaller groups possess a strong advantage. They are capable of involving a much wider range of listening processes by making use of innovative test methods. They can ask more open-ended questions, which enable them to test processes that are often unrepresented such as those involved in information handling. There is more scope for marking scripts on an individual
basis; allowance can even be made for answers which are appropriate but differ from those anticipated by the test setter (Brown, 1995: Chap 1).

Local tests can also serve a ‘testing for teaching’ function. If testers at local level decide to design progress tests that focus on specific processes (decoding at word level, identifying word boundaries, parsing, relating meaning to context, inference, building a line of argument), the answers will enable them to identify areas of weakness in the listening behaviour of a particular group. These areas could then be practised by means of small-scale remedial exercises (Field 2008a). Even a simple policy of asking immediately after a test ‘What answers did you give? Why?’ turns testing into a useful tool for diagnosing listening problems. In short, listening tests can indeed be formative and not just judgmental.
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SKILLS ASSESSMENT

Assessment for learning in listening and viewing - (based on Singapore’s 2010 English Language Syllabus)

Tan Su Hwi

Abstract

Singapore’s English Language Syllabus 2010 presents new directions for testing. Its emphasis on developing learners in multi-literacy and higher order thinking skills calls for a review in the function and form of assessment, which hitherto, has been the summative form of Assessment of Learning (AoL). This paper explores in particular, the integration of the listening skill with the viewing skill which the new Syllabus puts forth, and proposes an Assessment for Learning (AfL) framework. It also looks into the selection of print and non-print resources for testing, and the design of quality assessment questions for explicit teaching/testing of the integrated skills.

1. Introduction: An Overview of Singapore’s English Language Syllabus 2010

Singapore’s English Language Syllabus 2010 is an interesting progression from the former English Syllabus implemented in 2001. While keeping to the 2001 policy that English teaching should be learner-centred, the 2010 Syllabus takes into account the changing profile of the present school-goers; that these form a new generation of digital natives, many already comfortable with multimodal forms of communication, be it in the spoken, written, visual, gestural or spatial forms. All this translates into a few significant shifts in the English language classroom:

- Firstly, in terms of teaching material, the English Language curriculum in schools from 2010 onwards are expected to be enriched through the use of a variety of print and non-print resources, instead of being just text-book bound, as was the former practice. Print resources refer to physical artefacts such as newspapers, photographs and print advertisements. Non-print resources refer to digital resources such as web-based texts (e.g., online articles, blogs, wikis), CD-ROMs and DVDs, analogue resources such as films, TV and radio broadcasts, as well as live texts such as face-to-face encounters
Skills assessment (e.g., conversations, interviews) and live performances (e.g., skits, puppet plays). The rationale behind incorporating authentic print and non-print sources at all levels is to expose students to texts with information-rich content, so as to promote the appreciation and use of English.

Secondly, the receptive skill of listening is now integrated with viewing (see Appendix 1) and taken to be, “especially necessary in building a strong foundation in English at the start of language learning” (English Language Syllabus 2010, p.19). The Learning Outcomes for listening and viewing skills as specified in the Syllabus state that learners are to: 1) develop positive listening and viewing attitudes and behavior; 2) apply appropriate skills and strategies to process meaning from texts; 3) critically evaluate texts; and 4) construct meaning of a variety of extensive spoken, audio and visual texts.

Thirdly, and as a follow-through from the above two mentioned Syllabus changes, the function and form of assessment has to be reviewed. Listening and viewing skills in particular, cannot be tested using the traditional summative assessment of learning, which was confined to audio-only testing for listening comprehension at the literal level of understanding. Now that learners are expected to be able to, “listen, read and view critically and with accuracy, understanding and appreciation of a wide range of literary and informational/functional texts from print and non-print sources” (English Language Syllabus 2010, p.10), the design of assessment needs to be extended to engage students in different learner behaviour and increasing levels of critical literacy of multimodal texts.

However, up to the present time, the Singapore Examination and Assessment Board (SEAB) has yet to inform schools of how the listening and viewing skills will be tested. Often, teachers without assessment literacy or understanding of the new Syllabus are left to design their own tests for school-based assessments. Researchers have found that school-based assessments in general are of low authentic intellectual quality, focusing heavily on assessing students’ memorisation of factual and procedural knowledge (Koh & Luke, 2009). In a research project undertaken in 59 Singapore schools (30 primary schools and 29 secondary schools) to examine the quality of teacher assignments and associated student work in 2004-2005, it was found that assessment practices by and large do not orientate towards students’ understanding, let alone enhance learners’ understanding (Tan, 2011). Critical metalinguistic skills of inference, evaluation and language appreciation are seldom modelled for students or tested. The consequent student work demonstrated a high level of reproduction of factual and procedural knowledge. This certainly does not sit well with the Learning Outcomes of the Syllabus 2010 which seek to develop students’ higher order thinking and English literacy skills for real-world communication.

2. Unpacking Listening and Viewing Skills: A Case for Assessment for Learning

I propose here an Assessment for Learning (AfL) framework for listening and viewing skills, based on the recommendations set out in the English Language Syllabus 2010 (see Appendix 2). I agree with Tan’s (2007) argument that assessment and learning do not simply relate together in causal or overlapping ways. Both are co-constitutive and dialectical - how assessment is constructed frames how learning exists and vice versa.
With a primary focus on the ongoing improvement for all students, teachers can use day-to-day classroom activities to involve students directly and deeply in their own learning in a formative fashion. The basic aim of AfL is to create for the individual student an understanding of the following processes (Chappuis, 2005):

■ Where am I going? The teacher’s role is to state, in words the students can understand, a clear idea of the learning target(s).

■ Where am I now? The teacher’s role is to train the students to be responsible for mastering the stated level of learning target(s). Through just-in-time, descriptive and regular teacher feedback, students learn to self-assess their progress.

■ How can I close the gap? The teacher’s role is to design lessons that revisit the key learning points of the lesson. Students are taught focused revision and self-reflection so that they can document and share with others their learning.

Inherent in the AfL model is a complex interplay of cognitive, affective and social aspects. Individual student’s self-directed learning, peer-evaluation and group work all take centre-stage; and assessment is more about good teaching than testing in the traditional sense of the word (Davies, 2000). In AfL’s design and practice, “the first priority is to serve the purpose of pupils’ learning” (Black, Harrison, Lee, Marshal & Wiliam 2003, p. 2) where there is, “a classroom culture of transparency, strategic questioning by teachers and students, and an understanding of what is quality” (Yager, 2010).

3. Selection of Resources and Design of Assessment Questions

In the academic year 2010/2011, I taught the Language Testing and Evaluation module on the National University of Singapore’s Master of Art (MA) in Applied Linguistics programme. Coincidentally, all the seven candidates who took my module were Singaporean teachers. Our discussion in class on AfL piqued me to design a prototype assessment for listening and viewing. Given “the importance of developing information, media and visual literacy skills” (English Language Syllabus 2010, p.16), I chose authentic materials from the internet: a) “an advertisement within an advertisement” video clip: the scene of a lady wanting to buy a burger in a wrong context is juxtaposed with the classic features of a prestige car; and b) a song with much angst about the world we live in and made famous by American idol, Adam Lambert, that students would readily identify.

To design strategic questions to engage learners’ critical thinking, I used Barrett’s Taxonomy of comprehension skills as a guide to measure the increasing higher order processing that has to take place. In summary, the categories of Barrett’s Taxonomy are as follows:

■ comprehending what is listened and viewed at the literal level;

■ comprehending what is listened and viewed “in between the lines” (using reorganisation & inference skills); and

■ comprehending what is listened and viewed “beyond the lines” (using evaluation and appreciation skills).
Assessment for Learning Task 1

**Aim:**
To assess for students’ level of listening and viewing comprehension

**Instructions:**
View the advertisement [http://www.youtube.com watch?v=eBPo0t69bi4](http://www.youtube.com watch?v=eBPo0t69bi4) and answer the following questions.

<table>
<thead>
<tr>
<th>Assessment for Learning Questions</th>
<th>Level of Listening &amp; Viewing based on Barrett’s Taxonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What did the lady ask for?</td>
<td>Literal Comprehension</td>
</tr>
<tr>
<td>- Books</td>
<td></td>
</tr>
<tr>
<td>- Time</td>
<td></td>
</tr>
<tr>
<td>- Food and drinks</td>
<td></td>
</tr>
<tr>
<td>2. I can tell the reaction of the librarian from:</td>
<td>Reorganisation</td>
</tr>
<tr>
<td>- Her body language</td>
<td></td>
</tr>
<tr>
<td>- Her tone of voice</td>
<td></td>
</tr>
<tr>
<td>- Her gesture</td>
<td></td>
</tr>
<tr>
<td>- The words she used</td>
<td></td>
</tr>
<tr>
<td>3. How can you describe the librarian’s reaction?</td>
<td>Reorganisation</td>
</tr>
<tr>
<td>- Disapproving</td>
<td></td>
</tr>
<tr>
<td>- Shocked</td>
<td></td>
</tr>
<tr>
<td>- Suspicious</td>
<td></td>
</tr>
<tr>
<td>- Indifferent</td>
<td></td>
</tr>
<tr>
<td>4. Why did the librarian react in this manner?</td>
<td>Inferential Comprehension</td>
</tr>
<tr>
<td>5. Did the lady understand the librarian’s reply?</td>
<td>Inferential Comprehension</td>
</tr>
<tr>
<td>- Yes</td>
<td></td>
</tr>
<tr>
<td>- No</td>
<td></td>
</tr>
</tbody>
</table>
**Assessment for Learning Task 2**

**Aims:**
To enable students to listen and view information extensively; to enable students to discuss/debate with supportive statements what they have listened and viewed; to assess students’ listening and viewing comprehension from the literal level to the appreciation level of Barrett’s Taxonomy.

**Instructions:**
1. The class to listen to the song “Mad World” www.youtube.com/watch?v=bXGBWQdHsyQ (literal comprehension).
2. Students get in pairs.
3. Each pair provides a two to three sentence summary of what they heard (reorganisation skills).
4. Each pair share their summary with another pair and compare their answers (reorganisation skills).
5. Students listen to the song again, this time with lyrics flashed out in the video clip http://www.youtube.com/watch?v=RcmQvkojgz8 
   They note down the key words which provide information about the summary (literal comprehension).
6. Students compare the words in their groups.
7. Students view the music video with the theme of poverty attached to the song (inference skills). http://www.youtube.com/watch?v=yNaGr_biP6k
8. Students to reflect on how the music video presents the meaning of the song (evaluation and appreciation skills).
9. Each pair to discuss/debate with supporting statements of what they think the song means to them (evaluation skills).

**4. Findings**
I have used the two prototype tests on Singaporean teachers as well as teachers from the ASEAN region. Their feedback is that with appropriate scaffolding, appropriate questioning/probing techniques and modeling, students can be coached to acquire higher order thinking in listening and viewing multimodal texts. What they need is more curriculum time for AfL in practice.
5. Conclusion

In view of the increasing emphasis on self-directed and self-regulated learning as an indispensable 21st century competency, Singaporean policy makers, school leaders and teacher training agencies are considering incorporating AFL practice in their English language curriculum. The theme of the Ministry of Education's annual English Language Teaching Seminar in 2010 was “Assessment Literacies for the EL Curriculum” and its key-note speaker, Ms Karen Yager presented a paper focused on incorporating AFL into the teaching Syllabus. The English Language Institute of Singapore (ELIS) was also specially set up by the Ministry of Education in 2010 to provide English Language teachers with professional development. One of the flagship courses is assessment literacy. Policy rhetoric aside, the implementation of AFL would require stakeholders (parents especially) and school leaders to understand its socio-educational effects. Coming from an educational culture where summative assessment of learning is still a major driving force to grade, rank and certify learners, the taught syllabus can remain chained to large doses of passive learning and the drill-and-practice tradition of teaching. In fact, many teachers mistakenly equate AFL with “more mini-tests and mini-exams” – in order to “make up” for the high-stake year-end examinations which their schools have since lowered in percentage-weighting. This misnomer indicates to me that teachers themselves need to transit from the traditional “teaching students to test them” paradigm to the new “testing students to teach them” mindset; that AFL is not about grading students’ ability (or the lack of it) to learn, but rather, relates to quality interactive teaching.
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APPENDIX 1
Source: The Singapore English Language Syllabus 2010 (p.19)
APPENDIX 2

The English Language Syllabus 2010 (p. 19) is comprehensive in that it identifies for teachers how the listening and viewing skills are to be taught explicitly to learners:

- model positive learning attitudes and behaviour
- guide pupils in constructing meaning from a variety of spoken, audio and visual texts, beginning with the perception and recognition of sounds and words in context
- help pupils develop active listening and viewing skills - listen for details and listen for gist, make inferences, make predictions and listen selectively from Primary 1
- scaffold and model the learning of critical listening and viewing skills through the use of strategies and activities (e.g., brainstorming, concept-mapping, using pictures, tables, diagrams, conferencing)
- provide opportunities for pupils to listen to and view a variety of spoken, audio and visual texts for appreciation, enjoyment and personal development.

In essence, the above description is framed for Assessment for Learning, as teachers can build in the following key AfL strategies (adapted from Wiliam & Thompson, 2007) in the explicit teaching of listening and speaking skills:

- share learning intentions and expectations
- create effective classroom discussions, tasks and activities that elicit evidence of learning
- provide feedback that moves learners forward
- activate students in collaborative learning, reciprocal teaching, peer-assessment
- activate students as owners of their own learning.
Profiling graduating students’ workplace oral communicative competence

Abdul Halim Abdul Raof, Masputeriah Hamzah, Azian Abd Aziz, Noor Abidah Mohd. Omar and Anie Atan

Abstract

Presently, there is no specific measurement for employers to gauge the true communicative ability of graduates entering the job market. There is thus a need to come up with a valid yardstick that would reflect the communicative ability of these graduates. This paper reports on research investigating how professionals at the workplace view and assess oral communicative ability of graduates. It discusses the process of validating the construct of the oral communication competence, and the process of developing and refining the competency profiles of graduating students. It also addresses other issues that may impinge on the assessment of communication skills.

Introduction

In an increasingly competitive and challenging global environment, workplace expectations are becoming more demanding. Current would-be employers are looking for more than mere academic qualifications. One attribute which has been recognised to be an important facet at the workplace is the ability to communicate orally (cf. Crosling and Ward, 2002). In countries where English is not the native language, more often than not, there tends to be an additional dimension to the oral communication ability. This involves the ability to communicate verbally in English. In Malaysia for instance, where English is deemed to be either a second language (Asmah, 1992) or a foreign language (Nunan, 2003), the ability to communicate verbally in English remains high on the list of employers. This can be seen from the results of a survey conducted by the Malaysian Employers Federation, which identified oral communication skills to be among the top skills sought by employers in new graduates (Star, 2011). Likewise, Briguglio (2003), conducting a study in a multinational company in Malaysia, also concluded that having good spoken English language ability is essential in order to perform work effectively. Workplace English language oral communication ability is thus a fundamental attribute that employers seek in would-be employees.
Despite this acknowledgement, there is hardly any valid yardstick used by employers which gauges the communicative ability of new graduates entering the job market. This then forms the impetus for this study. This paper discusses the process of validating the construct of the oral communication competence of graduating students devised through the collaboration of second language testing/teaching professionals and professionals in the workplace.

**Development of Rating Scales in Assessing Workplace Oral Communication**

A rating scale is “...a series of descriptors of certain criteria arranged hierarchically to show the differing levels of performance,” (Abdul Raof, 2011). In formulating an oral communication rating scale, fundamentals involving what to assess, what criteria to use and how many criteria to include, could be addressed by referring to established literature on language performance (cf. Canale and Swain, 1980; Canale, 1983; Bachman, 1990). However, the formulation of a workplace oral communication rating scale is somewhat more complicated due to additional concerns which need further contemplation.

One concern pertains to real-world assessment criteria, which essentially is not related to the assessment of oral language proficiency per se. Jones (1985) in discussing the role and implications of nonlinguistic factors on performance-based language testing argues that on the one hand, some examinees who demonstrate substandard language proficiency may attain good overall scores due to their astuteness in certain areas such as personality traits. On the other hand, some examinees with high language proficiency may receive a lower score due to deficiencies in certain areas. Jacoby and McNamara (1999) believe that separating the linguistic criteria from the test context and content may lead to problems. This notion was made based on a study they conducted in which the language skills of Australian immigrant and refugee health professionals were assessed separately from their medical competence. Despite passing the test, Jacoby and McNamara reported that many of the test takers experienced problems during their actual clinical test due to poor English skills and lack of discourse competence. They thus argue that oral communication performance should not be assessed separately from professional performance as these two aspects are interrelated.

This then brings us directly to the next concern. Since oral communication performance is entrenched with professional competence, would it not make more sense for there to be some form of collaboration between language experts and workplace professionals particularly in the area of workplace oral assessment? In response to this concern, several studies on oral assessment have indeed involved both applied linguists and workplace professionals, with the latter group engaged in different capacities. In some studies, the workplace professionals served as co-raters with the applied linguists. The aim of such studies was to investigate the correlations between the two groups’ judgments on the examinees’ oral proficiency level (cf. Brown, 1995; Lumley, 1998). In other studies, applied linguists engaged workplace professionals as informants. Information obtained was then either used to aid in test construction (cf. Douglas and Selinker, 1993) or assessment criteria (cf. Douglas and Myers, 2000; Abdul Raof, 2004). This paper further extends the relationship between language specialists and workplace professionals by actively including the latter in the process of developing and refining graduating students’ workplace oral competency profiles. It discusses the process of how workplace professionals’ and applied linguists’ view and assessment of graduates’ oral communicative ability are incorporated in the formulation of graduating students’ workplace oral communicative competence rating scale.
Process and Procedure in Developing Graduating Students’ Workplace Oral Competency Profiles

This study involved a preliminary stage followed by a four-stage stepladder procedure adapted from Abdul Raof (2002). The procedure (see Figure 1) was adopted as its use has been shown to be useful in promoting active and continuous collaboration between two autonomous parties (cf. Abdul Raof, 2004, 2011), which in the case of this study involved applied linguists and workplace professionals.

The preliminary stage involved several meetings held among applied linguists involved in the study. The main aim of these meetings was to deliberate on the nature and criteria of graduating students’ oral communication construct. This was then followed by the formulation of task sheets to elicit graduating students’ oral workplace discourse. A sample of a typical task sheet is shown in Figure 2.

**Figure 1: Procedure in Developing Graduating Students’ Workplace Oral Competency Profiles (Adapted from: Abdul Raof, 2002)**

The preliminary stage involved several meetings held among applied linguists involved in the study. The main aim of these meetings was to deliberate on the nature and criteria of graduating students’ oral communication construct. This was then followed by the formulation of task sheets to elicit graduating students’ oral workplace discourse. A sample of a typical task sheet is shown in Figure 2.

**Discussion Topic**
Teamwork is one of the key elements to ensure successful completion of a task in the workplace.

**Task**
In groups of four:
i) Discuss some of the qualities that make a good team member
ii) Decide which quality is the most important. Give reasons for your decision
iii) Discuss the most effective way to develop the quality identified in (ii)

**Figure 2: Sample of Task Sheet Used to Generate Graduating Students’ Oral Discourse**
Topics chosen were to generally relate to the workplace. It was not possible to replicate authentic professional communicative event topics as the assessment scale is targeted at final year students who have yet to start work. It should be kept in mind that it is the students’ current proficiency upon entry at the workplace that is to be measured.

Stage One involving the scale development stage then ensued. Using the discussion topics, several tape recordings of graduating students’ oral communicative ability were produced. Each tape recording involved the participation of four graduating student volunteers, with different English language communicative ability. The tape recordings were initially viewed by applied linguists and the graduating students’ oral communicative competence was then assessed and ranked without the use of any rating scale. The result was then compared to see any similarities or differences in terms of ranking and assessment. The tape recordings were then shown to a variety of workplace professionals involving human resource managers, general managers, directors, engineers, architects and IT Experts. They were also requested to assess and rank the graduating students’ oral communicative competence, again without the use of any rating scale as it was the assessment criteria of the professionals that we were looking for. Based on their assessment it is worth noting that there was a disparity in the decisions made by the applied linguist and workplace professionals. The graduating students which the applied linguists rated to be the best in a particular group, were not rated as such by the workplace professionals.

Following the oral assessment exercise previously described, each respective participating workplace professional was then subjected to an interview session. This then formed the crux of Stage Two. Among the questions asked in the interview were:

- Who will you accept as an employee? Why?
- Why have you ranked Candidate X higher than Candidate Y? Why have you ranked Candidate Z the lowest?
- What other qualities would you like Candidate X (the successful candidate) to possess?
- What minimum qualities should a candidate possess to be considered for employment in your firm?

In Stage Two, responses generated by the workplace professionals were then analysed and the information was used to draft a rating scale. Once a consensus has been reached, a draft rating scale was devised. The draft rating scale comprised five criteria with six English language competency levels. The five identified criteria were professional image, interactive ability, thinking ability, content, and language. For the competency levels, the range was from 1, denoting extremely limited, to 6, denoting highly effective, with level 3 considered to be a functional level. However, upon more analysis of the interviews and assessment made by the professionals, the applied linguists met and deliberated on the details of the scale. It resulted in the contraction of number of criteria from five to four, but with the competency level remaining unchanged at six levels. The four oral assessment criteria resulting from workplace professionals’ feedback are professional image, interactive ability, contribution to task, and language. Figure 2 shows the development of graduating students’ workplace oral communicative assessment scale.
In Stage Three, the refined rating scale generated in Stage Two was submitted to a validation process. Similarly, the validation process also involved the collaboration between applied linguists and workplace professionals. This was then followed by Stage Four, which is the final stage, involving the construction of the final, refined rating scale.

In conclusion, it could be discerned that the language element remains an assessment criterion in assessing graduating students’ workplace oral communicative competence. Nevertheless, unlike applied linguists, who tend to emphasise the language aspect, workplace professionals tend to look at the ‘whole package’ with language being the vehicle for effective performance of tasks at the workplace. The oral assessment rating scale discussed in this paper is thus an example of how viewpoints of both applied linguists and workplace professionals can be operationalised.
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PROGRAMME EVALUATION
Issues in the evaluation and assessment of education projects and programmes: The relationship between donors, governments and stakeholders

Philip Powell-Davies

Abstract

It is a matter of good practice to monitor and evaluate programme interventions and to ensure this is incorporated into the design of projects. This is especially important in large-scale donor-funded projects and programmes which work with and for host governments, and are subject to increasing pressure to be accountable to government for the tax-payers’ money that is spent on development aid. This study is based on the author’s experience in leading and observing evaluations of donor-funded education and English language projects in Asia, the Middle East, E. Europe and Africa and offers an opportunity to pull back and reflect on a number of issues that this experience has identified. This study is as much a story of the importance of relationships as it is an analysis of tools and standards of project and programme management.

Introduction

There has been a renewed interest in impact evaluation in recent years amongst development agencies and donors. A 2006 Center for Global Development (CGD) report called for more rigorous impact evaluations, where ‘rigorous’ was taken to mean studies which “tackle the selection bias aspect of the attribution problem” (Holland, 2007; CGD, 2006). This argument was not necessarily well-received in the development community; partly due to the mistaken belief that supporters of rigorous impact evaluations were pushing for an approach solely based on randomised control trials (whereby study subjects, after assessment of eligibility and recruitment, but before the intervention to be studied begins, are randomly allocated to ‘receive’ or participate in one or other of alternative interventions). In fact, the CGD report argued for a broad use of many methods to evaluate impact, both in qualitative and quantitative terms.
There are a number of reasons which explain both the renewed interest in evaluation among donors and its role and significance in complex projects. The most important of these include:

- Accountability (to government, tax payers, stakeholders and beneficiaries) and empowerment of recipient communities;
- Desire for better cooperation between development partners – donors, governments, managing agents and beneficiaries;
- Developing an evidence base from which policy makers can make decisions;
- Need to measure results and often use numbers to do that with a focus on outcomes (what is being achieved), outputs (what is being produced) and inputs (how the money is being used);
- Improving project performance by building a synthesis of qualitative and quantitative data, combining so-called standard indicators and a meaningful narrative about project processes, stakeholders' interests and the wider socio-cultural context;
- Adopting new ideas in project design, activity and implementation;
- Building a case for enhanced financial support;
- Documenting and publicising project achievements to date;
- Enhanced project management capabilities - moving from efficiency of implementation to effectiveness of project interventions;
- Encouraging and developing a culture of learning within a project;
- Demonstrating Value for Money (VfM) particularly in quantitative terms;
- Fulfilling international agreements on education and development, such as the Millennium Development Goals.

We can see from this list that there are potential tensions between donor and recipient perspectives of evaluation, as well as stresses between several often conflicting aims which are packaged into quite simple evaluation missions. Evaluation may be motivated by a desire to prove the worth of a given intervention, which implies that external funding for evaluation is strongly demand-driven. This then favours those projects expected to have benefits by their advocates. After all, why would someone commission an evaluation if the results were expected to be negative? The counterbalance to this more ‘promotional’ aspect of evaluation is a commitment to the independence of the evaluation study and its findings supported by input from strong governments/other stakeholders who are intelligent customers of more and better evaluation.

Different donors disbursing development assistance follow their own procedures for periodic review of project and programme activity, and most institutions (typically but not exclusively governments) who are the recipients of such development assistance are frequently the subject of donor-funded reviews and evaluations themselves. A large amount of money is spent on this aspect of project activity (typically in the region of 10% of total project spend) but comparatively little is known about the efficacy of all this effort; how it is used for the future shape of the project; the degree to which it represents a 'tick-box' mentality by donors who may have little commitment to following through on the evaluation findings; and/or the extent to which it contributes to the achievement of overall developmental goals of quality education.
Whose project is it anyway?
The data derived from different stakeholders in evaluation exercises clearly reflect their differing interests and this in turn raises a number of questions with respect to:

■ Degrees of participation – who is involved; what is the nature of the participation – is it merely consultative, more formative or transformative?
■ Degrees of ownership – to what extent does a recipient own a project; how do individuals and communities demonstrate ownership, and how is this validated?
■ Relative perceptions of the value of evaluation among stakeholders;
■ How the findings and results are used to reconfigure the project, amend project goals and activities with sensitivity to the context in which they are operating rather than simply reflecting the hyper-rationality of the project planning frameworks;
■ Lessons learned from both the process and the outcomes.

Formative and summative approaches
Project evaluations typically include both formative (mid-course) and summative (final) instruments. Ex post evaluations, intended to occur sometime after a project has finished, and aimed at investigating longer-term impact are rarely seen despite the many recommendations that are made in evaluations for this to be done. This is an opportunity missed and fails to understand the long-term nature of change in education systems, practices, behaviours and so on.

Probably the most important time to conduct a project evaluation is approximately 2/3 years after its start (depending on the length of the project) as part of a formative approach. This is a widely used mechanism for reviewing progress against original objectives, identifying bottlenecks, making mid-course changes and re-allocating budgets. Contrary to their name, mid-term evaluations often take place in the latter half of the project cycle, closer to the finish of the project. This is because most projects have a start-up time of about one year, during which teams and systems are set up. Given then their timing in the project cycle, mid-term evaluations frequently double up as a practice run for second phase funding or as a justification for terminating contracts and partnerships.

Final evaluation, though written into the design of many large projects, is less frequently seen in practice. Final evaluations that do take place are those situated in the middle of two successive project phases. Since there is an implicit competition for resources it is perhaps understandable that these “are invested in projects which have a future rather than simply those with a past” (cf. Bajaj 1997). Almost all projects, however, do require some form of internally-generated project completion report to be compiled but the detail, quality, timeliness and degree of learning shared from these reports varies greatly across agencies.

The logical basis of project planning
Formative assessment approaches, often called Output to Purpose Reviews (OPRs), clearly have strong potential in theory to influence the future conduct and direction of a project intervention. But let’s first examine where the ‘output’ and the ‘purpose’ fit in the Logical Framework hierarchy (the logical framework is a common analytical tool used to plan, monitor, and evaluate projects. It derives its name from the logical linkages which connect a project’s means with its ends).
The core of the Logical Framework is a temporal logic model that runs through the matrix. This takes the form of a series of connected propositions:

- If XXX Activities are implemented, and XXX Assumptions hold, then XXX Outputs will be delivered.
- If XXX Outputs are delivered, and XXX Assumptions hold, then X Purpose will be achieved.
- If X Purpose is achieved, and XXX Assumptions hold, then X Goal will be achieved.

These are viewed as a hierarchy of hypotheses, with the project/programme management agency being responsible for the validity of hypotheses beyond the output level (see Figure 1).

<table>
<thead>
<tr>
<th>Project Structure</th>
<th>Objectively Verifiable Indicators</th>
<th>Means of Verification</th>
<th>Important Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>[ ]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>Purpose</td>
<td>[ ]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>Outputs</td>
<td>[ ]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>Activities</td>
<td>[ ]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
</tbody>
</table>

Figure 1 – The main components of a logical framework matrix.

Stakeholder involvement in reviews
OPRs are typically carried out by small teams of independent consultants (3-5 people, depending on the complexity of the project). Such reviews last between 1-4 weeks in duration. Stakeholder involvement in the process varies considerably, but as a principle it is important because it:

- Builds in contextual knowledge and relevance;
- Empowers relevant groups of people involved in the project intervention; and
- Strengthens individuals and institutions in-country.

Levels of involvement are influenced by a number of variables: who is funding the review; what is the focus of the review; and what will happen to the findings.

Planning Stage
There is no standard procedure for scoping the review. Issues are often identified in an ad hoc way, though this is increasingly in partnership with stakeholders and/or derived from internal monitoring processes, quarterly and annual reports. This stage is sometimes not used at all and subsumed into formulating a set of Terms of Reference (ToRs) for the review itself.
Terms of Reference
These are almost always written by the donor agency. It is often very difficult to get input from a host government on a draft set of ToRs. There are numerous reasons for this and the one most often cited by donors is the low level of capacity in host governments. This may not always be the case, however. Projects which are closely guarded by donors and perceived to be driven by them often exclude the input of recipient governments, for dubious arguments about objectivity. And this is also the case when projects are contracted out to managing agencies who are often closer to the donor and take direction from the donor rather than the host government for whom the project is intended. A degree of incoherence in this scenario should be obvious to the reader.

Choice of consultants
The choice of consultants is made by the donor and as the funding is provided by the donor this strengthens their rationale for selecting the consultants. The timing of the review is usually a consultative process sorted out between the donor, the managing agency and other stakeholders.

Conduct of the review
When we think of the way in which the review itself is carried out, briefing of the consultants is done by the donor (sometimes) in conjunction with the managing agency and very occasionally the recipient host government. Logistics is handled by the managing agency. The review methodology is the responsibility of the consultants and routinely signed off by the donor. Similarly, background data sourcing is done by the consultants, though managing agencies are required to provide internal project documentation for review.

As far as reporting is concerned, a detailed discussion of findings (debriefing) session is usually conducted by the consultants for the donor. This is widely regarded as important and participation by senior stakeholders is usually high. Occasionally donors restrict the debriefing, and managing agencies are not invited. Draft and final reporting is written by the lead consultant and provided to the donor, who in turn is then responsible for sharing the findings with host governments and agencies. This can be a long and tedious process if an adequate debriefing is not carried out. Major challenges are posed to consultants, as donors are increasingly uninterested in detailed review reports. In recent months the author was requested to provide a 6-page OPR report to capture the complexity of a large, multiple output project valued at over 50m GBP.

Conditions for success in project evaluation
It is possible to summarise some of the key success criteria in project evaluation:

- Recipient willingness and cooperation – this cannot always be presumed especially in government circles. This can be due to capacity issues, lack of adequate briefing by managing agencies and donors, ‘distance’ from the project, and/or pressure of work;

- Adequate resources – both financial and human. Expertise to conduct evaluations and coordinate complex processes is always at a premium;

- There are varying degrees of comfort with participatory approaches to evaluation and impact assessment. Donors are often suspicious of it. And in turn, recipients are often suspicious of donors’ motives and interests. Weak governments can be steam-rollered into accepting approaches and solutions which they frequently do not fully understand;
Donors need to work with on-going monitoring and evaluation processes. Effective projects incorporate such processes as specific outputs in their logical frameworks;

Knowledge sharing and good partnership between donors, managing agencies and recipients (and within large complex projects comprising multiple partners who may have different aims and working practices);

Focusing on cross-cutting enablers which can help to build the case for funding English language projects – rights, gender, equity, social inclusion, political economy of education etc. Frequently these are the issues that tend to be sidelined by otherwise technically strong projects which focus their energies on technical inputs to e.g. teacher training curriculum development and so on. A narrow ‘technicist’ approach is unlikely to enable a project to achieve its longer-term sustainability agendas; and

Clarity about sustainability and institutionalisation in order that donor-funded initiatives are appropriately positioned.

What does this tell us about project evaluation?

Project evaluation should be viewed in a positive light despite the fact that stakeholders will have different agendas – eg. donors are always tend to be interested in accountability; project teams with learning and endorsement of their approach. Evaluation brings benefits in allowing project teams to go beyond their day to day routines and reflect on why they are doing what they are doing, what effect it is having and what they need to adjust to achieve their goals. Evaluation also brings fresh perspectives to bear and exposure to new ideas and concepts as well as promoting independent documentation and verification of a project’s work.

However, donor-funded evaluations tend to be confined to a narrow project cycle mode and are often motivated by management control of outputs with less focus on process, partly due to the fact that processes unfold slowly over time and their influence requires patience and longitudinal study to understand them in detail.

The extent to which evaluations can be led by a project agency or beneficiary is in doubt when the donor funds the exercise. VfM issues reinforce the agenda and tend to impose conditions which pay little heed to the specific context in which a project is operating and ignore the needs of the recipient stakeholders of the project.

Evaluations tend to work within the overall scope and design of the existing project and rarely result in a revaluation of basic approaches and premises. This imposes severe constraints on the degree to which the evaluation can address fundamental flaws in project design and purpose. In particular few donors are interested in allowing major changes to logical frameworks once they are agreed. The UK’s Department for International Development (DfID), for example, will not consider amendments to be made to a project goal or purpose in an OPR review, even if it is inappropriate and identified as unhelpful by an independent evaluation team. This may make life easier in the short term but in the long term such a position hampers the ability of a project to achieve its goal. A shared approach from donor, government and agency can produce a more holistic picture through enhanced participation and help to support integrated action planning due to better understanding of both the process and findings.
Where do English Language (EL) projects fit into the picture?

EL projects have in recent years been neglected by donors for funding based largely on a thinly explored argument that EL interventions privilege elite communities and do not contribute to alleviating poverty. Using a more inclusive social development lens in recent years there are signs that EL projects are once again on the table as part of an integrated approach to education development aid. DfID currently funds a 50m GBP project in Bangladesh whose purpose is ‘to increase significantly the number of people able to communicate in English to levels that enable them to participate fully in economic and social activities and opportunities’. While it is very encouraging to see EL projects being deemed worthy of support as part of a development agenda, the wording of the purpose of this project is problematic especially when we consider that the outputs of the project do not specifically have economic and social activities and opportunities written into them. This in turn means that a project designed in this way has no mandate and little ability to work with relevant ministries who control labour market policy or economic planning and development. And, in turn, the possibilities of even an efficient and well-run project being able to clearly demonstrate that it is working towards that purpose is hampered by a narrow technical focus on EL methodology, training courses and curriculum innovation and so on. This is not uncommon and has been observed in other EL project, although smaller in scale. There is a clearly a mismatch between the formulation of a project’s purpose and the design of its logical framework such that it is designed appropriately to achieve the purpose that has been identified for it.

It is not impossible to build a case for the relevance of EL projects in a development context and for donors and governments to help fund them. The key principle of review methodology is to gather data to base observations and recommendations on evidence to make a coherent case related to the linkages to wider government reform agendas, building levels of awareness and interest among wider stakeholder groups; showing the relevance of child-centred communicative approaches to better learning outcomes; clarifying thinking about what constitutes the ‘reach’ and ‘impact’ of a project (see Figure 2), as well as sustainability and institutionalisation which frequently hamper the ability of projects to demonstrate their value and worth. All of these elements will then enable projects to understand issues of social inclusion, labour market strategy, political engagement and so on and align their interventions more appropriately.

![Figure 2 – Project reach and impact:](source: Mohun, A. 2011)
EL projects are sometimes accused of being remote from and outside the education mainstream but as we see from many of the articles in this publication, governments are increasingly considering introducing English at a younger age, are experimenting with teaching maths and science through English and investing large sums of money in rolling out national programmes of EL innovation. If the relationship with a donor can help to galvanise those developments then projects need to be designed to make outputs reflective of the wider context in which EL innovation take place – i.e. if EL curriculum reform is planned then how is that related to wider and on-going reform projects within government (e.g. sectoral or cross-sectoral national strategic plans) and how can it be linked in to them? Actually what we are talking about is exploiting opportunities through advocacy strategies for wider understanding of what is being aimed at; capturing best practice through case studies and policy papers to influence thinking at the strategic level; commissioning studies that enable a project to understand the socio-economic context in which it has to operate and also to set the agenda; developing partnerships with government, NGOs and academia and the private sector; ensuring that EL innovation in pedagogy fits the cultural context of the country and community; and crucially, understanding social inclusion issues better so that the role of English in creating opportunities for poorer communities is clearly understood and communicated.

This is likely to achieve a much more integrated approach with as many stakeholders as possible working together so that evaluation becomes ‘doing with’ rather than ‘doing to’.

Conclusions and Lessons Learned

Most national and donor systems of monitoring and evaluation are concerned with the progress of implementation, rather than assessing the social, economic and environmental impacts of projects. Also, there seem to be few systems that assess the impact of policy interventions emerging from macro-level measures to link education reform and EL innovations, such as privatisation, rights-based approaches, and so on. In developing countries, donor agencies have played a role in planning, implementing and financing various socio-economic development programmes and projects. In many cases, the outcomes of these interventions do not match the intended objectives. It has been argued that due to the lack of on-going evaluation many governments fail to learn, in time, the way a project is unfolding and the manner in which it is generating benefits. There are also many who simply do not see the benefits of evaluation and consider it to be a donor-driven activity of little governmental management use. Donors are increasingly investing in evaluation capacity building activities for government decision-makers. The success of these initiatives seems to have been constrained, among other things, by the lack of a unified approach among donors; inadequate appreciation of governmental culture; confusion about concepts and methodologies; lack of long-term commitment; and lack of either interest or resources, or both, from the recipient governments (Garbarino and Holland 2009). Future evaluation capacity building work will need to make a careful analysis of these constraints and approach the subject with far greater sensitivity and technical knowledge.

Both donors and recipients feel that evaluations make a positive contribution and result in value addition to their work. However, donors and recipients view the gains from evaluation very differently. For donors the evaluations are useful for ensuring the accountability of their investments and for improving project management. For recipients they are useful in that they create a space for reflection and stock taking and provide them with a fresh perspective on their
work. Most donor evaluations are designed in consonance with the donors’ needs and therefore take project objectives as the starting point. Learning from project evaluations could be made more pertinent from the recipient’s angle if the evaluation expanded its brief to re-interpret and review the recommendations additionally from the perspective of the organisation’s overall goals and strategies.

By and large the process of evaluation is managed by the donor and by external consultants with recipients having less say in the planning and conduct stages of evaluations. Enhanced consultation does take place in the reporting stage via de-briefing sessions and eliciting comments on draft reports but this occurs too late and fails to build a sense of ownership and commitment to the utilisation of the evaluation on the part of the recipient. Modifications to the process, shifting the responsibility for some components (e.g. drafting terms of reference), ensuring greater consultation and transparency in others and instituting mechanisms which allow differences of opinion to surface early and be dealt with before finalisation could enhance the utility and acceptability of evaluations.

Though the bulk of evaluation practice is in the conventional non-participatory mode, several donors in partnership with their recipient counterparts are innovating and moving in the direction of more participatory approaches. These approaches encourage a greater degree of utilisation of evaluation results and a very positive contribution to institutional strengthening in the recipient agencies.

A large number of internal review mechanisms are in place in most recipient agencies. Sometimes it makes better strategic sense for the donor to draw upon these instead of instituting separate evaluations.

Several constraints hamper the emergence of participatory evaluations as the norm in donor funded evaluations. Some of these are recipient unpreparedness, shortage of experts and facilitators and lack of support for the concept within donor bureaucracies. Moreover, participatory evaluations, more demanding of resources, may not be necessary in all cases.

For most donors the way forward will comprise a combination of approaches: evolving participatory approaches, making necessary changes in conventional evaluation modalities to better reflect recipient concerns, and selectively supporting those internal review processes in the recipient agencies which can simultaneously address donor needs.
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Programme evaluation: Interconnectivity of variables

Kyungsook Yeum

Abstract

Teachers have been exposed to various types of development opportunities. However, the investment that teachers put into professional opportunities is not necessarily always rewarded. In this paper, a theoretical framework will be outlined that can be used as a model to evaluate an INSET programme in similar settings. While adopting a ‘process-oriented’ evaluative approach, we can observe several dimensions of the programme to explore how the main stakeholders and context variables interact to determine the quality of the programme. The rationale for a synthesised approach to programme evaluation to look at those variables will be discussed in the following sections.

1. INSET: Curriculum and Evaluation

Even though it requires a long time to improve teaching, ways of strengthening the INSET system have frequently been proposed. We can borrow an idea from Stronkhorst and Akker’s (2006) recommendation to improve science education in Swaziland. Short-term and long-term effects (before-during-one year after) of an in-service intervention resulted in changes. They concluded that a more flexible approach that combines realistic outcomes for specific target groups in specific situations with an appropriate design has a greater potential of success. Walters (2006) also emphasises the, “importance of course-based training” and “sufficient schools based support” to maximise the potential for teacher learning.

An INSET curriculum designed to address teachers’ needs in a specific teaching context must be one of the keys to achieve quality outcomes. Guskey (2003) concludes that the effectiveness and impact of professional development is complicated and complex, and therefore it should be contextualised:

“Because of these powerful contextual influences, broad-brush policies and guidelines for best practice may never be completely accurate. Still, by carefully considering these contextual elements and making decisions based on specific evidence of student learning, visionary school leaders can better ensure that their professional development programs and activities will meet with success.” (Guskey 2003, 16)
Hayes (1996) also expresses the imperative to consider the school context and the teachers situated in it to develop a successful INSET for them.

As for designing a quality INSET programme, meeting the specific needs of teachers should result in a desirable, relevant outcome. It is not an easy task to plan ‘backward,’ as Guskey (2001) suggested, to think about students learning outcomes first, and reflect the needs in the design of the INSET curriculum to enhance the targeted training. However, addressing teacher trainees’ own needs must be fundamental to enhance the quality of the INSET programme.

![Figure 1 - A model of teacher change (after Guskey (2002), 49).](image)

According to the model, any noticeable change in teachers’ attitudes and beliefs will be observed only after they confirm any new instructional approach or practice works in their classrooms. As for needs analysis, traditionally, the questions are asked about what the trainees’ need and what and how it should be dealt with (West 1994). Figure 2 shows the perspectives involved to determine the nature of curriculum and course design.

![Figure 1 - Needs analysis perspectives (West 1994, 6).](image)

In addition, a few research studies have been done using the tripartite perspectives that consider the needs of teachers, students, and administrators. Kikuchi’s (2004 and 2005) research shows that there is a difference in perception about learners’ needs among administrators, teachers, and learners. The implication is that using multiple information sources is needed to find the real needs to be addressed in a quality curriculum. Different perceptions lead to certain attitudes and motivations, and then eventually to teaching/learning behaviours in the educational context. “The importance of perception and its influence on attitudes and subsequently on behavior cannot be understated,” (Morrison 1998, Editorial).
2. **Process Evaluation of Programme Quality**

In the current evaluation model, the process-oriented approach is adopted as a way to evaluate a programme’s quality under a general belief that a quality process would eventually lead to sustainable quality outcomes (Payne 1994; White 1995; Fitzpatrick, Sanders and Worthen 2003; Royse, Thyer, Padgett and Logan 2006).

In the evolutinal history of programme evaluation, there has been a focus shift, “as a move away from a concern with tightly controlled experiments focusing on the analysis of product, or student achievement, to a concern for describing and analysing the process of a programme,” (Lynch 1996, 39). Accordingly, answering the “how” and “why” have become important parts of programme evaluators’ and stakeholders’ roles in the evaluation process.

Process-based evaluations are geared to fully understanding how a programme works to produce a certain result. Process evaluation can show how a programme is working, as well as whether it has achieved any quality standards. Long (1984) argues that,

“Process evaluations offer many benefits for teachers and administrators alike. Of these, the most important is that they can document what is actually going on in classrooms, as opposed to what is thought to be going on.”

(Long 1984, 422).

In addition, White (1998) deepens the meaning of the term by involving people (stakeholders) within the context and also by recognising the value of process quality - “it is process quality and effectiveness that lead to sustainable quality outcomes,” (White 1998, 137). A higher priority should be placed on the process itself in which different variables affect each other and collaborate to determine a certain level of quality (Crandall 2000).

3. **Interconnectivity of Quality Drivers in the Programme Context**

3.1. **Organisational Culture and Educational Quality**

In this evaluation model, ‘quality’ is used as a term to define the process quality in which four major agents interact with each other: educational officers; programme administrators; teaching staff; and trainees. The idea of a desirable organisational culture (Davidson and Tesh 1997, Bennis and Nanus 1997, Senge 1990, and Liebowitz 2008) is directly applied in the concept of a good educational institution. A sharing culture can gain trust from all stakeholders. Accordingly, gaining support from the members to achieve shared goals is more probable. Among the indicators of the quality of an educational institution stated by Morris (1994), the majority of them are characteristics related to the organisational culture and administration.

Another notable dimension that should be discussed in the organisational culture, particularly in the language teaching organisation, is the potential conflict that could make communications among participants difficult. As White et al (2008) clearly points out, a language teaching organisation is potentially ‘bi-cultural.’ The academic and administrative sides of a language programme administration could show different sides of the overall organisational culture. If we consider the socio-cultural aspect of classrooms and the chemistry of students to influence quality of a programme, it will be ‘tri-cultural’.
3.2. Interconnectivity of Quality Drivers

In connection to quality measurement, Tam (2001) summarised a few common approaches to quality assurance in higher education. Those models place students at the centre of evaluation and their learning outcome or their learning process itself becomes the focus of evaluation. When we evaluate students’ entire learning experience, other context variables will also be automatically involved.

On the other hand, teacher effectiveness/teaching quality is definitely one of the major areas in determining the quality of a programme (Pennington and Young 1989; Freedman 1989a; Freeman, Orzulak and Morrissey 2009). While measuring school effectiveness, teacher effectiveness has been singled out as the central indicator of a programme among school variables (Ellett and Teddie 2003). In that case, teacher beliefs, principles, and practices were regarded as the main indicators of programme quality. Again, even in evaluating a programme from that particular point of view, students and their learning outcomes cannot be ignored.

Crabbe (2003) and Payne (1994) support a comprehensive evaluative approach. Morris (1994) also provides an evaluative framework that includes several characteristics as indicators of the quality of a school or educational institution. Accordingly, the evaluation of one specific area in a language programme still requires a more comprehensive approach to involve other factors (Tuffs 1995; Rea-Dickins 1994; White 1998; Ellett and Teddlie 2003; Fred, Newmann, King, and Youngs 2000; Freeman 2009; Bailey 2009).

Even though little research has been done to show a clear connection between those areas, the interconnectivity of different variables has been implied or suggested through research on classrooms in the educational field. In this regard, Kiely and Rea-Dickins (2005) acknowledge a wide scope of evaluation for a language programme for a formal evaluation study. They particularly point out the interrelated aspect of diverse human and programme factors, and also the connectivity of processes and outcome:

“The evaluations – assessments, audits, inspections – which generate these judgments suggest a strong role for users and programme participants: they are stakeholders whose experience of the programme is the key to unlock the ‘black box’ of quality...The challenge of evaluation processes engaging with notions of quality is to capture, in a credible manner, the drivers of quality and the factors which mediate them.” (Kiely and Rea-Dickins 2005, 11)

The critical term, “the key to unlock the ‘black box’ of quality,” implies particularly a couple of things. First of all, the term, ‘black box,’ signifies the complex and complicated nature of quality. Also, unlocking requires deciphering all the tangible indicators and the interconnected human interactions, while interpreting them within a context.

Figure 3 shows the process in which those stakeholders interact and work toward programme quality. In the diagram, the teaching/learning environment where trainers and trainees interact will be the main focus of the investigation. Beyond that, the way the external factors and context variables affect learning and teaching are also examined.
4. Conclusion

The paper presents a model to evaluate any INSET programme in similar EFL settings. First of all, the way different stakeholders set priorities for the particular INSET curriculum need to be examined to see if they share common objectives. Teacher trainees’ needs should be triangulated with the perceptions and understanding of other parties. When their perceived needs are found to be in common, there is a higher possibility for the INSET programme to set up an appropriate curriculum.

Secondly, the way in which teacher trainers’ instructional practices reflect what they believe can be found out through classroom observation. At the same time, what the teacher trainers do and why they do it needs to be reviewed from the perspectives of the trainees, who are teachers themselves. The teacher trainees can provide judging criteria to evaluate the trainers’ instructional practices. Their own teaching beliefs and practices could be different from the trainers. The extent of agreement between the two parties’ perceptions of goals and intentions will determine the overall value and learning outcomes.

Figure 3 - Process Evaluation (Yeum 2011).
In addition, the interaction modes between teachers and trainees with different socio-cultural and historical backgrounds should be investigated. The educational contexts in EFL settings may not be that socially, culturally, or historically challenging since trainers often deal with homogeneous groups of trainees. What is challenging within the particular teacher education setting, for example, could be that the teacher trainers, all foreign faculty staff, have to prepare Korean teachers to improve their teaching practice in their classrooms. In fact, the Korean trainees, experienced teachers themselves, may better understand the context variables in their classroom settings. In that case, the kind of strategies both parties develop to achieve the programme goals can be one of the elements to review in the programme.

Thirdly, how the success of the programme is measured by the different stakeholders needs to be investigated. The way each stakeholder measures programme quality and their perceptions of quality should be examined. The value and reliability of each method has to be triangulated among educational officers, programme administrators, and trainers and trainees. The way they measure success reflects each party’s beliefs, and at the same time, can influence the instructional and administrative practices to influence programme quality.

Finally, cultural variables need to be discussed since they can affect the quality of the INSET programme. The general culture of the organisation should be examined to see how receptive the programme is to new ideas and suggestions. Any potential conflicts due to ‘tri-cultural’ aspects (administrators /teachers /learners) which impact quality should be also investigated. Potential culture clashes and misapprehensions between foreign trainers and Korean trainees, for example, might interfere with successful classroom interactions.
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Research based approaches to assessment and evaluation: The English language teacher development programme

J.R.A. Williams and Rachel Bowden

Abstract

This paper outlines the background to the first phase of the Ministry of Education Malaysia/British Council English Language Teacher Development Programme. It discusses the aims, methods and problems arising from the research for the project baseline assessment. Learnings from this research are itemised and compared with some current literature. Observations are made concerning the impact on the project of existing assessment systems in primary schools. The programme approaches to teacher appraisal, and current and planned mechanisms for project evaluation are discussed. The paper concludes with a call for the empowerment and participation of stakeholders in assessment processes at all levels.

1. Background

The English Language Teacher Development Project (ELTDP), managed for the Malaysia Ministry of Education by the British Council, aims to improve the quality of teaching and learning of English in primary schools, increase teachers’ English proficiency, identify and promote the use of materials to support the learning and assessment of English, and establish mechanisms to ensure project sustainability. This programme has been established to support the implementation of the new curriculum, the Kurikulum Standard Sekolah Rendah Bahasa Inggeris (KSSR), with its emphasis on formative assessment.

Essentially this is a mentoring programme with one British Council mentor working with 5 schools and focusing on the Level 1 teachers. 120 mentors will be placed in clusters totalling 600 schools throughout Sabah, Sarawak and the Federal Territory of Labuan for up to 3 years from 2011 to 2013.
2. ELTDP Phase 1

In the first Phase 1 for this project which encompasses the current study, 49 mentors established relationships with around 900 lower-primary teachers in 245 East Malaysian schools over a period of 10 weeks in order to conduct a participatory baseline assessment and needs and service audit. They were charged with:

■ Informing stakeholders of the programme objectives
■ Involving stakeholders in programme design through establishing the existing resources and services to support each objective, as well as perceived needs in each area
■ Collecting information about schools, teachers, pupils, classrooms, parents
■ Formulating their own impressions of the needs and services in their contexts
■ Writing a report to summarise their findings.

2.1 Methods

Mentors used a wide range of methods in carrying out these research tasks: in-depth interviews, focus groups, and questionnaires with teachers, pupils, GBs, language officers, parents and community members, observations and document searches, as well as informal conversations within and beyond their schools. Researchers were asked to encourage teachers to help them survey and find out from children and parents what they thought their needs were, and what services (i.e. school, lessons, libraries, families and other English users, books, magazines, newspapers, TV, radio, computers) are available to equip pupils with the basic English language necessary to communicate effectively in a variety of contexts.

The process of data collection, situation and needs analysis had the positive effect of providing for the mentors an opportunity to understand the cultural differences between their backgrounds and those of the peoples of East Malaysia. They were able to see for themselves the constraints upon, and opportunities open to teachers, and develop an analysis of the specific local conditions of their schools and communities. It was intended that this process would lay the foundations to bring about change in schools, by encouraging teachers, GBs, parents and children to consider and assess many of the givens of school life and practice as a basis for validating or challenging practice. The mentors reported back to their informants with a summary of their conclusions and submitted to the project a detailed report on their findings.

The mentors were also invited to use their expertise and judgement to assess the teacher’s needs in terms of language, teaching skills and competencies in order to translate the national curriculum into effective and appropriate classroom lessons.

2.2 Problems

It was at this point that flaws in the process became evident. The terms ‘baseline assessment’ and ‘needs and services audit’ suggest something objective. The intention was to make the process participatory and responsive which is why the project did not create any forms or specify instruments to be used. But when we asked mentors to make recommendations based on what they found, the frame of their previous experience dictated the way they investigated and reported. For example many mentors used a ‘needs analysis questionnaire’ of a type commonly found in the EFL classroom. These listed language and teaching competency areas and asked teachers to list which they wanted to focus on. The format dictated the answers and precluded the opportunity to explore what teachers understood by
terms such as ‘classroom management’ or ‘grammar’, and how these connected to their classroom practice.

It became clear that that mentors were largely reporting what they thought, and had not sought means to ‘get inside’ the thinking of teachers, or that of the wider stakeholders. They relayed teachers’ observations on the barriers to effective teaching and learning without seeking to work with teachers to look beyond these. We saw that analysis of the curriculum was superficial at best, and mentors were uncritically accepting of teachers and others’ reasons why this or that could not be done. Researchers displayed little curiosity about the historical context of teacher development in the states and why previous teacher education had been ineffective in bringing innovation into the classroom, or about why the resources available (including libraries and ICT rooms) were so underused.

We were confronted with a new problem: if the research had been more participatory (and less reflecting of the views and values of mentors) would the results have been different? To test this we conducted a literature review and discovered that many of our conclusions were confirmed by previous studies.

3. Conclusions from Phase 1 with evidence derived from previous studies

The following conclusions were derived from the literature review:

■ Many methods and approaches to primary teaching and ESL considered to be ‘best practice’ are contrary to values and beliefs held by teachers and other stakeholders. (Yaacob 2006, Pillay 2007)

■ Some practices identified as negative, such as the lack of cooperation between teachers and collaboration between pupils, are also counter-cultural. (Hock & Raja 2002, Ghani 1992)

■ Teachers do not express the rationale for their approach to teaching. Thinking around the nature of learning and language acquisition is concealed. Language is a barrier to some extent. (Pillay 2007, Yaacob 2006)

■ Teacher perceptions of parental beliefs and attitudes vary from those expressed by the parents themselves. (Rajadurai 2010)

■ No account is taken of the fact that many pupils in both Malay and Chinese medium schools have first languages other than these. (Smith 2003, Ting 2010)

■ Schools vary in their resources, but whatever they have are generally underused. (Gardner & Yaacob 2009)

■ There is a ‘standard’ English lesson which involves choral repetition and copying texts. (Yaacob 2006)

■ Teachers report quite high job satisfaction (UNESCO-UIS 2008) but report that they do not enjoy teaching.

■ There is a general assumption that children will have attended pre-school, but this is often not the case. (Masnan 2008)

■ Whether a teacher is an ‘optionist’ or not does not predict their teaching capacity or level of language proficiency. (Ramli 2011)
4. Conclusions from Phase 1 not found in the literature

- There is no cooperation and coordination between subject areas in primary schools.
- There is a great deal of confusion about the new curriculum: teachers believing that they are prohibited from integrating skills; the primacy of listening and speaking; and especially misunderstanding the place of phonics in literacy development.
- Teachers’ language proficiency is higher than their own self-assessment.
- “Co-curricular” and other non-teaching activities are often given priority over classroom teaching.
- Unattended classes are a common occurrence.

A final conclusion was drawn from the literature (Keshavarz & Baharudin 2009; Burns & Brady 1992; Bochner 1994) and has been applied to the plans for the project: that all prospective interventions should be approached with a reference to their cultural validity (Fleer 2006). The reader will understand that these cultural considerations were not foremost in the mind of mentors, most of whom derive their experience from an ELT context, which often assumes universally applicable teaching methods and activities. These will have been reinforced by the ‘one-size fits all’ approach of a national curriculum directed at the diversity of contexts and cultures offered by Malaysia.

5. Conclusions on the current role and impact of assessment in schools

A major finding of our reports provides evidence of the extraordinary impact testing has on the perceived purpose of schooling, on the allocation of resources, and what happens in classrooms. The project has noted that ‘backwash’ from the high stakes Year Six UPSR exam leads to pupils in both that and preceding years spending a great deal of time ‘practising’ for the exam. Ideas of formative assessment and assessment for learning do not permeate the classroom.

It is generally agreed that there is plenty of space for GBs to interpret the various ministry demands for assessment, and that they can be, and are ‘very flexible’. So the message is that assessment (before the UPSR exam) is entirely in the hands of schools, and the idea is that teachers will create their own assessment instruments.

In practice assessment is largely a replication of the UPSR format of multiple choice and closed comprehension questions transferred downwards to the beginning of Year One. The new curriculum echoes that which it replaces in promoting “multiple sources of evidence like checklists, observations, presentations” and lessening the dependence on testing. But in many schools, regular pen and paper tests on a monthly and sometimes weekly basis punctuate the programme of teaching. While Ministry officials (from outside the Assessment Division) bemoan the fact that the “UPSR is killing our system”, and predict that this venerated national institution will be abandoned, one school, not untypically, greets visitors with a board counting down “163 days to the UPSR”; mothers compare notes on their children’s prospects for success in the exam years ahead; and children are commonly introduced by their UPSR grading rather than their name.
Reforming assessment requires deeper changes within the education system and will demand far more than abolition of state mandated exams. The process of change must be the result of an in depth partnership between pupils, families, parents, head teachers and especially teachers so that deeply embedded habits and routines are identified, questioned and compared with what people actually want for their children in education. UPSR may indeed be “killing our system”, but it remains the system for the majority of people concerned with primary schools, and until it is replaced, it will continue to determine much of what happens in classrooms.

The ELTDP plans to address this problem through intensive work with teachers to help them challenge the assumptions underlying their current attitudes to assessment and evaluation. We hope to be able to construct with teachers, and communicate clearly to pupils and parents, an understanding and application of processes of assessment for learning. Through these means we aim to make continuous assessment the most effective tool in forming decisions about future directions and activities, and in doing so bring renewed energy and vigour to the system.

6. Programme approaches to assessment: Evaluation of teachers’ progress

As a contextualised example of formative and continuous assessment based around multiple sources of evidence, the ELTDP has adapted a teacher Record of Achievement (RoA) which is designed to encourage teachers to develop habits of reflection and self-evaluation.

The RoA comprises one page each for preparation, implementation and evaluation. Each page is divided into individual criteria, and a statement labelled 0 which describes the expectations of an individual who has had no guidance in that area of teaching. Four statements follow this which identify stages of development, each stage subsuming the preceding statements. These statements are purposely very general, and will require further interpretation to account for the individuals involved in the procedure, the particular school circumstances, and other factors in the specific context of the record.

The idea is that partners (the mentor and the teacher, and possibly colleagues, head teachers, Language Officers etc.) will be involved in a consultation process leading to an agreed RoA. The mentor works with each teacher to complete the profile by working through the statements from left to right, marking each with a tick, a cross or a question mark, and recording evidence. Statements that cause problems or disagreements between the partners are discussed and areas of strength and weakness identified. Statements for particular attention in the short and longer term are decided upon.

This process is repeated at least twice yearly providing an agreed profile of the teacher’s progress and present stage of development. The profile is never used for comparing teachers, there is no such thing as a “Stage 2” or “Stage 3” teacher. Each teacher profile is unique, just as each teacher’s experience is unique. There is no expectation that a teacher will move seamlessly from one stage to the next as there may be new and different challenges. It may even be that a teacher moves down a stage due to differences in context, class size, school expectations or professional support.
In these aspects, the Record of Achievement satisfies many of the criteria for a robust assessment system. It is criterion-referenced rather than normative; it allows subjects to ‘pass’ through stages when they are ready; its results are derived through consensus and agreement between the teacher, a trusted other and where possible a wider range of supporters. The outcomes of the assessment are the formation of a shorter and longer term plans for further development.

While the RoA concentrates on professional development, a second monitoring tool, Most Significant Change (Davies & Dart 2005), allows teachers to contribute more personal evidence of change and development. Essentially the process involves the collection of stories from teachers, and the selection of the most significant of these by teachers, mentors, managers and the project as a whole. It is one of the techniques adopted by ELTDP as a method for the participatory monitoring and evaluation of the project. But in asking teachers at regular intervals to look back over last the few months, and describe what they think was the most significant change in the quality of teaching in their school, it allows for reflection and self-assessment among teachers and provides case study data towards planning and constructing future activities.

7. Programme approaches to assessment: Evaluating the progress of the project

Most Significant Change is one of the tools identified to provide data on impact and outcomes that can be used to help assess the performance of the programme as a whole. MSC is participatory because many project stakeholders are involved both in deciding the sorts of change to be recorded and in analysing the data.

The project is faced with several barriers to utilising all the elements of theory-based impact evaluation (White 2009). The project cannot work in non-project schools to establish a control group. Establishing a robust causal chain will not be possible due to the purposely vague project objectives (to ‘improve’ teaching and learning, teachers language proficiency, the extent and use of resources), and the reasonable expectation of heterogeneity that the ELTDP will witness some form of output, outcome and impact. Measurement of attributable variation becomes difficult. However, in its Phase One the ELTDP has made a concerted effort to become acquainted with its context, and is committed to rigorous continuing factual analysis, and will design mixed methods to further effective, appropriate and sustainable approaches to monitoring and evaluating the project.

Early focus group meetings are involving stakeholders in answering the following question: ‘How can we best assess the achievements of the programme objectives?’ This generation of indicators will lead to a participatory impact monitoring system, and intermediate and final evaluations of the project. This will involve the investigator becoming directly involved in the activities they are evaluating. The team leader will bring external knowledge of approaches, other experiences of participatory evaluation, and also of other projects, problems and solutions that have been found. Stakeholders will be represented and involved in teams implementing the evaluation, and these investigators can explicitly report on their own answers to the questions they will be asking.
In this way Participatory Evaluation helps participants learn about parts of the project in which they are not directly involved. Participatory Evaluation activities are an opportunity to build the capacity of stakeholders to increase participation in all activities and to equip them to sustain their involvement in similar activities after the project end. Recommendations from such an evaluation are more likely to be understood and implemented because those who will do the work were involved.

It is planned that the participatory evaluation process will begin with the identification and recruitment of a consultant who will be committed to several extended visits to the project starting at the end of the first year. Activities will include induction with mentors and ministry partners in order to reduce their anxieties and show the advantages of participatory evaluation, and to assist in planning the evaluation process. The team leader will then embark on a programme of participant orientation that will equip project workers and beneficiaries with tools and methods with which to engage the broadest possible constituency in contributing to the project evaluation.

8. Conclusions

The pursuit of objectivity in assessment posits an unachievable goal at the expense of denying agency to the people concerned. Improvement in teaching and learning depends ultimately on the stakeholders described in this paper, and it is inappropriate that they should be excluded from the process of researching their situation and measuring their progress. We believe that by empowering teachers to evaluate current practice towards identifying areas for development and establish indicators for measuring change, we will best utilise the connection between assessment and learning.

With the support of the Ministry of Education, the ELTP has been offered the opportunity to realise this and has begun to invest in the principles of participation, relationships and sustainability which will remain the core of its work and the measure of its success.
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Demonstrating impact through cultural relations: How we evaluate British Council projects

Shannon West

Abstract

In 2009, the British Council adopted a logic model to provide greater structure to project evaluation and impact measurement. This paper describes the logic model and provides a case study to demonstrate its use through an educational change project in India that has been adopted nationwide as a result of a successful pilot evaluation.

Background

The British Council has managed a single project evaluation approach since 2002. In 2009 it refreshed the way it evaluates projects after reviewing good practice in other organisations. A central finding of this review was to establish a more comprehensive model to demonstrate results. This matches a growing trend both in the UK and internationally for more rigorous evidence of impact. A central output of this review was to introduce a project logic model.

The British Council logic model

A logic model lays out assumptions about how different elements of a project are linked together (see Figure 1) (Fretchling, 2007, Knowleton & Philips, 2009). It is a tool that can be used during project planning to describe how a project will work, and during project delivery to test planning assumptions and the degree to which project is on track. The British Council logic model shows the connections between:

- **situation** - the external environment, various stakeholder needs, our own strategy and how we decide what we would like to achieve
- **inputs** - what we invest in terms of people, time, money and partners
- **audience** – the people we work with
- **activity** - what activity we use to work with people
quality and engagement – the immediate reaction and continued levels of engagement of the people we work with and

outcomes - the change and impact that we plan to have with these people and their wider societies.

Figure 1 – The British Council Logic Model.

The logic model developed by the British Council is based on an educational model of change first developed by Kirkpatrick for evaluating the business impact of investing in the development and training of staff. This model was later extended to include a way to calculate return on investment (Phillips, 2007).

In order to institutionalise the approach, the British Council have worked to create the correct environment for evaluation (Stufflebeam, 2002):

- getting senior management buy-in by integrating the logic into organisational level performance indicators
- establishing the logic model in systems and processes, for example, project approval business cases
- communication and reporting against the logic model to demonstrate to staff the kind of information required
- training and staff professionalisation – the British Council has adapted the only UK-accredited evaluation qualification and trained over 70 staff.

How the logic model is used

When planning a project, we work from backwards starting with legacy outcomes (number 4 in Figure 1) or the sustained change we and stakeholders would like to achieve. For the types of projects that the British Council delivers this could be change for:

- individuals (for example, using the experience of a scholarship to achieve their potential in gaining employment/promotion in educational policy)


- **institutions** (for example, implementing a policy for managing carbon footprint in schools) and/or
- **societies** (for example, a greater tolerance of migration/migrants).

In order to achieve this sustained change we assume that the people we work with need to act or do something differently (number 3 in Figure 1). This could be a change in:
- behaviour of an individual (for example, putting their new educational policy development skills into practice) or
- an institution (for example, tabling the issue of carbon footprint management in meetings and in public, creating a policy for managing carbon footprint in schools).

In order to achieve the action outcomes above, we assume that the people we work with will need to learn or become aware of something (number 2 in figure 1). This learning change could be:
- a change in perception about the importance of something, or
- a new skill or improved knowledge (for example, improved knowledge of international educational policy, a changed opinion about the need for carbon footprint management, and so on).

In order for people to learn, we assume that we need to create a positive environment for learning and change to happen and continually check that we have the engagement of all stakeholders throughout the project (number 1 in figure 1).

Once we have our assumptions about how everything is linked, we can plan how to:
- monitor our progress along the chain of impact during delivery
- evaluate the degree to which we have achieved what we planned
- collect data about what else happened along the way, and
- assess what other influences there were over time that also may have contributed to any sustained change so that we can evaluate our contribution.

The logic model is a project level tool. However, as it sets out a uniform framework of categories of information, it can be used across a portfolio of projects and programmes and at organisational level to report impact. In order to achieve this, the British Council applies a number of principles. Firstly, although we may plan for sustained change, we may not achieve it in all contexts. The logic model can help stakeholders agree, with the levels of input and activity we can resource, what level of outcome can be achieved. Secondly, when reporting on deeper levels of impact, we must provide evidence of impact at all lower levels. Many British Council projects work in complex social environments over the long term. When sustained change is achieved, it is unlikely that the British Council and its stakeholders will have achieved it alone. Maintaining evidence along the chain of outcomes means we are able to link investment and activity to long term outcomes and attribute some of the resulting change. Finally, just because we plan for deep and sustained change, does not mean we evaluate to this level. Evaluation over the long term is time consuming and expensive. For the British Council delivering over 60 programmes in 110 countries, evaluating everything everywhere would be
unworkable. The logic model, by outlining uniform categories of data, allows us to take a portfolio approach; evaluating to deeper levels in some locations only.

**The logic model in application**

The following section describes a British Council project and how evaluation was used to gain support for wider, nationwide adoption of an educational change in India.

The *International Inspirations* project is the British Council’s sports programme associated with the 2012 Olympic Games in London. Despite sports being an official part of school education in India, in practice, there was not a strong model to assist schools and teachers to implement good sports education. As a result, sport was not always included in the weekly syllabus. When sport was included, it was not always inclusive of students of differing physical and academic abilities and often left out girls and marginalised children.

The Physical Education Card project attempted to address the status of sport in Indian schools. A pilot project was initiated between the two national ministries that support school sports education (the Ministry of Human Resource Development, the Ministry of Youth Affairs and Sports) and various sports education and training organisations, the British Council and partners: UK Sports, UK Sports Trust and UNICEF. The UK had developed a model that was being used successfully to promote inclusivity in UK sports education. Practitioners from the UK worked with Indian counterparts to assess the suitability of the programme for India, make adaptations and plan a pilot programme to test its suitability in 58 Indian schools in 3 cities: Delhi, Mumbai and Chennai.

The programme was designed to work on multiple levels recognising the importance of different stakeholders: education policy makers, principals and teachers, students and parents. All of these people needed to be included and satisfied if the project was to be a success. The following outcome map (figure 2) based on the British Council logic model outlines the assumptions of how each stakeholder is involved and what they were expected to know and do. Ultimately, the goal was at the student level with sustained improvements in educational attainment and motivation through good sports education. However, the project needed to work with many stakeholders in order to achieve this goal. Setting outcomes for each stakeholder and monitoring and evaluating these was essential for success.

After gaining initial ministry level support for a pilot, the project team managed international collaboration between the UK and Indian education practitioners to design the pilot. At each stage, it was essential to make sure that overall outcomes of the project were understood and accepted and that people responsible for implementing the pilot on the ground were aware of their roles and what they needed to do to make the project a success. Interactive training workshops where teachers and principals experienced sports classes as they would be delivered to students were essential in bringing the project to life, demonstrating what was expected and gaining new skills and knowledge. At this stage, teachers were also introduced to project report forms that would be used to track implementation once the teachers returned to their schools. These evaluation report tools were essential in not only knowing how the project was going but also in making the project happen on the ground. Checklists and reporting requirements meant that teachers were continually aware of what was required of the pilot.
As well as project reports from schools, independent Indian evaluation consultants were commissioned to visit all pilot schools to assess implementation, verify project reports from the schools and collect qualitative information about the programme from the students, parents, teachers and principals. Visits of senior policy makers to schools taking part in the pilot were also essential in maintaining engagement and demonstrating results first hand.

Within a short period of time, the pilot schools noticed impact among students including increased inclusivity of different students in sports activity, and increased motivation and concentration. Inclusivity covered students with differing physical and academic abilities. Some students who were less academically successful were recognised as leaders and given special tasks in sports activity by teachers and fellow students. The project evaluation highlighted areas for improvement if the project were to be rolled out nationally. It also identified critical conditions of a key stakeholder that had not been investigated - the lower status and pay of sports education teachers.

The pilot’s success was partly due to the identification of the various stakeholder needs, having specific learning and action outcomes for these people and checking that they were being achieved throughout implementation. This allowed the project team to make assessments during implementation about whether the project was on track and make changes if not. Since the pilot concluded, the overall programme has been adapted using recommendations from the evaluation. It has been officially endorsed and is being rolled out as part of the national curriculum.

The following evaluation summary report (Figure 3) was used within the British Council to highlight the achievements of the programme. It uses mixed media for example, diagrams, pictures, quotes and colour coding according to elements of the project logic model to highlight different types of information.
Conclusion

Building the culture, systems and processes to support evaluation as a planning, design and implementation activity, (not just a post project activity), is challenging for many organisations. For the British Council the principal learning from the case study has been that evaluation (when integrated across the project planning, design and implementation phases and inclusive of specific outcomes for all stakeholders) provides a forum for a common understanding of what is trying to be achieved and of each stakeholder’s specific role in making it happen. Evaluation also provides (especially when integrated with project implementation tools) the opportunity to keep track of whether we are likely to achieve the outcomes planned during delivery at a point when decisions can still be taken.
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